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6.7 The difference between ẑ components of CMU hits and projected cos-

mic ray hit for W data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

7.1 Dimuon invariant mass Mµµ distribution in data and simulation for

Z → µ+µ− candidate events. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

7.2 Number of Z candidate events per a run range. . . . . . . . . . . . . . . . . . 65

vi



7.3 Z candidate yield per inverse picobarn of delivered luminosity. . . . . . . 65

8.1 The distribution of 3-D opening angle between muon legs in cosmic

ray events. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

8.2 The distribution of 3-D opening angle between muon legs in collision

data, compared to Z → µµ Monte Carlo. . . . . . . . . . . . . . . . . . . . . . 67

11.1 The measurements of W production cross section in leptonic channel. . 81

11.2 The measurements of Z production cross section in leptonic channel. . . 83

11.3 Comparison of our result for BR(W → `ν) with those from the other

measurements and the Standard Model expectation. . . . . . . . . . . . . . 86

11.4 Comparison of our result for Γ(W ) with those from the other measure-

ments and the Standard Model prediction. . . . . . . . . . . . . . . . . . . . . 88

vii



LIST OF TABLES

Table

1.1 Quarks and Leptons representation in the Standard Model. . . . . . . . . . 3

4.1 Inclusive high-PT muon selection cuts. . . . . . . . . . . . . . . . . . . . . . . . 43

5.1 W → µν selection cuts. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

6.1 Event distribution for regions A, B, C, and D for various processes. . . . 53

6.2 The calculated number of the background events in the signal region

D for varying /ET cut. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

6.3 The calculated number of the background events in the signal region

D for varying isolation ratio cut. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

7.1 Loose muon cuts for Z → µ+µ− selection. . . . . . . . . . . . . . . . . . . . . . 64

9.1 W acceptance calculation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

9.2 Z acceptance calculation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

9.3 Summary of uncertainties for calculating the acceptance ratio . . . . . . . 70

10.1 Muon identification efficiencies . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

11.1 Measured input parameters for the cross section and ratio calculations. 79

viii



LIST OF APPENDICIES

Appendix

A Interference Correction in Z Cross Section . . . . . . . . . . . . . . . . . . . . . 90

B The CDF Collaboration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

ix



CHAPTER 1

Introduction

The theory that describes the fundamental particle interactions is called the Stan-

dard Model, which is is a gauge field theory that comprises the Glashow-Weinberg-

Salam model [1, 2, 3] of the weak and electromagnetic interactions and quantum

chromodynamics (QCD) [4, 5, 6], the theory of the strong interactions. The discov-

ery of the W [7, 8] and Z [9, 10] bosons in 1983 by the UA1 and UA2 collaborations

at the CERN pp̄ collider provided a direct confirmation of the unification of the weak

and electromagnetic interactions. Since then, many experiments have refined our

understanding of the characteristics of the W and Z bosons.

1.1 The Standard Model

The Standard Model is a physics theory which describes the strong, weak, and electro-

magnetic fundamental forces interacting between structureless or fundamental par-

ticles. It uses the theoretical framework of quantum field theory, and is therefore

consistent with both quantum mechanics and special relativity. To date, almost all

experimental tests of the three forces described by the Standard Model have agreed

with its predictions.

Fundamental particles are divided into bosons and fermions. The intrinsic angular

momentum of a particle is known as its spin. Fermions possess half-integer spin and

bosons possess integer spin.

The Standard Model combines the theory of quantum chromodynamics (which de-
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scribes the strong interactions) with the theory of the electroweak interaction (which

describes the weak and electromagnetic interactions.) Each of these theories are

gauge field theories, meaning that they describe fermions coupled to bosons, with

the bosons mediating the forces between fermions. Quantum field theory formalism

uses the Lagrangian operator to completely describe the system of particles and their

interactions. The Lagrangian of each set of bosons is invariant under a transforma-

tion called a gauge transformation, and each gauge transformation can be described

by a unitary group called a “gauge group”. Thus, these mediating bosons are often

referred to as “gauge bosons”. The gauge group of the strong interaction is SU(3),

and the gauge group of the electroweak interaction is SU(2) × U(1). Therefore, the

Standard Model is often referred to as SU(3)× SU(2)× U(1).

The fermions of the Standard Model are divided into two categories: quarks and

leptons. Quarks are fermions that participate in quantum chromodynamics pro-

cesses, whereas leptons are not affected by the strong interaction. Within the Stan-

dard Model the quarks and leptons are arranged in three “generations” in the order

of increasing particle masses. Leptons are combined together into pairs of electri-

cally charged and neutral fermions. Three generation of leptons that carry electric

charge −e are: first—electron, second—muon, and third—tau. There is one neutral

fermion—neutrino associated with ever one of these leptons for each generation. Each

generation of quarks consist of a pair of up- and down-flavored quarks with electric

charges +2
3
e and −1

3
e respectively. The three generations of up-flavored quarks are:

first—up, second–charm, and third–top. Similarly, the three generations of down-

flavored quarks are: first—down, second–strange, and third–bottom.

Since quarks participate in strong interaction they cannot be observed individ-

ually. For this reason, quarks are confined in groups with other quarks to form

hadrons—composite particles. Hadrons are divided into baryons (three quark ob-

jects), and mesons (quark-antiquark objects). Ordinary matter is made of baryons
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such as protons (each a u-u-d quark set) and neutrons (each a u-d-d quark set).

The component of the spin in the direction of motion of a particle is called helicity.

For massless particles, or particles moving near the speed of light, the helicity is

a good approximation of a field quantity called chirality. Electroweak interaction

affects differently fermions with positive or right-handed and negative or left-handed

chirality. Quarks and leptons in the left-handed state are paired into weak SU(2)

doublets and fermions in the right-handed state are singlets.

Fermion Generation
Type First Second Third

Quarks
(

u
d

)
L, uR, dR

(
c
s

)
L, cR, sR

(
t
b

)
L, tR, bR

Leptons
(

νe
e

)
L, eR, (νe)R

(
νµ
µ

)
L, µR, (νµ)R

(
ντ
τ

)
L, τR, (ντ )R

Table 1.1. Quarks and Leptons representation in the Standard Model. The subscripts L and R
indicate the left- and right-handed helicity state of a given fermion. The left-handed states are weak
SU(2) doublets and the right-handed states are singlets.

The gauge bosons in the Standard Model are:

• photon γ, which mediate the electromagnetic interaction between particles;

• W+, W−, Z0 bosons, which mediate the weak force between fermions;

• eight gluons g, which mediate the strong force between quarks.

Photon and gluons are massless bosons and they do not carry electric charge. The

weak W and Z bosons acquire their masses of MW =80.4 GeV/c 2 and MZ=91.2 GeV/c 2

through the mechanism of spontaneous symmetry breaking of the gauge groups in-

duced by the Higgs field [11].

All the interactions between quarks and leptons are described by the Standard

Model Lagrangian terms, in which fermionic fields are coupled with the gauge bosons.

Equation 1.1 shows the relevant parts of SU(3) × SU(2) × U(1) Lagrangian for the

3



first generation of fermions [12]:

L = e
∑

f=ν,e,u,d

Qf (f̄γµf)Aµ

+
g2

cos θw

∑
f=ν,e,u,d

{
(f̄LγµfL)[T 3

f −Qf sin2 θw] + (f̄RγµfR)[−Qf sin2 θw]
}
Zµ

+
g2√
2

[{
(ūLγµd′L) + (ν̄LγµeL)

}
W+

µ +
{
(d̄′LγµuL) + (ēLγµνL)

}
W−

µ

]
+

g3

2

∑
q=u,d

(q̄αγµλa
αβqβ)Ga

µ , (1.1)

where the first line represents electromagnetic term, second and third lines express

the weak interaction due to neutral and charged current respectively, and the last line

describes strong interactions. The factors in front of each line are coupling constants,

that characterize the strength of each interaction. The relation between e and g2 is

e = g2 sin θw, where θw is the weak angle—a parameter, which relates the strengths

of electromagnetic and weak interactions for both charged and neutral currents. By

setting h̄=c=1 we can express the values of the coupling constants in natural units:

α =
e2

4π
' 1

137
, αw =

g2
2

4π
=

√
2GF M2

W

π
' 1

30
, αs =

g2
3

4π
' (0.3 → 0.1) , (1.2)

where elementary charge e, Fermi constant GF , and W boson mass MW are additional

parameters of the Standard Model. The strong coupling decreases when interaction

energy increases—a perturbative QCD phenomenon known as asymptotic freedom.

The observable mass of a quark corresponds to the eigenstate which differs from

its weak state, thus down-flavor quark d′ in the term for the charged weak current is a

combination of d, s, and b quarks. This phenomenon is known as Cabibbo-Kobayashi-

Maskawa mixing (CKM) and can be expressed by applying the mixing matrix on the

vector of d, s, and b mass eigenstates:
d′

s′

b′

 =


Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb




d

s

b

 , (1.3)

where the matrix elements depend on the four parameters of the Standard Model.
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1.2 Cross Sections in Colliding Beam Experiments

The beams in colliders travel in bunches of particles. When two bunches collide with

each other the expected number of interactions (events) in a small volume d3r and a

time interval dt is

dN = ρ1(~r, t)ρ2(~r, t)|~u|σ d3rdt , (1.4)

where ρ1 and ρ2 are the particle densities (the number of particles per volume) for each

bunch, |~u| =
√
|~̇r1 − ~̇r2|2 − |~̇r1 × ~̇r2|2 is the relative speed of bunches with respect to

each other, σ is the cross section (the invariant measure of the probability) of the in-

teraction. The cross section has dimension of area (unit cm2 or barn 1 b≡ 10−24 cm2),

and it can be visualized as the area presented by the target particle, which must be

hit by the point-like projectile particle for an interaction to occur.

The collider intensity of the machine is called the luminosity, which is defined as

the time average of the quantity

L =
〈∫

ρ1(~r, t)ρ2(~r, t)|~u|d~r
〉

, (1.5)

which has dimension of inverse area per second (unit cm−2s−1). Using the definition

of luminosity in Equation 1.4 we can express the average event rate (counts per unit

of time) for a given process simply as

dN

dt
= Lσ . (1.6)

For the beams traveling with the speed of light c inside the collider storage rings the

Equation 1.5 can be rewritten as

L = 2cf0B
∫

ρ1(x, y, z − ct)ρ2(x, y, z + ct)d~rdt , (1.7)

where f0 is the frequency of beam rotation, B is the number of particle bunches

distributed evenly across the storage ring. The ẑ axis of reference frame in this case

is chosen such that at any given time it coincides with the direction of motion for the

5



first beam. Usually the bunch particle densities are assumed Gaussian both in the

direction of traveling and transverse plane. In this case we can further parametrize

the luminosity in Equation 1.8 as [13]

L =
f0BN1N2

4π
√

2π

∫ e−
1
2
(

z−z0
σz

)2

σx(z)σy(z)σz

dz , (1.8)

where z0 is the position of maximum collision intensity, σz is the width of the luminous

region along the beam direction, σx(z) and σy(z) is the transverse widths of the

bunches.

To derive a rate from Equation 1.6, we also need the cross section σ. The theo-

retical values of cross sections for the type of a + b → n-particles processes can be

calculated using the following canonical expression [14]:

dσ = (2π)4 〈
∑ |M |2〉δ4(Pa + Pb −

∑n
i=1 Pi)

4
√

(Pa · Pb)2 −m2
am

2
b

n∏
i=1

d3pi

(2π)32Ei

, (1.9)

where 〈∑ |M |2〉 is the square of absolute value of matrix element summed over the

final states and averaged over the states of colliding particles; Pa, Pb, Pi are the

four-momentum of initial and final particles; ma, mb are the masses of colliding

particles; Ei, ~pi are the energy and momentum of final particles. The delta-function in

Equation 1.9 enforces conservation of energy-momentum during the collision process.

The matrix element is calculated using the Lagrangian 1.1 according to the methods

of perturbative quantum field theory.

1.3 W and Z Processes in Hadron Collisions

Electroweak interactions at the collider experiments manifest themselves as produc-

tion of W or Z bosons followed by their subsequent decay into a set of final state

particles. For hadron colliders the decay into leptons is currently the only useful

channel of weak boson detection, since the abundant presence of QCD processes

overwhelms the hadronic channel.

6



The dominant W and Z processes are quark-antiquark vector boson production

as shown in Figures 1.1–1.2.

W

q

q̄′

ν̄

µ

Z

q

q̄

µ−

µ+

Figure 1.1. Feynman diagrams for the dom-
inant W hadronic production processes with
muonic decay.

Figure 1.2. Feynman diagrams for the dom-
inant Z hadronic production processes with
muonic decay.

The left vertices on these diagrams represent the quark production of W and

Z bosons, and they can be used for σ(qq̄′ → W ) and σ(qq̄ → Z) cross section

calculations. The distance between left and right vertices characterize the lifetime of

the vector bosons before they decay. In our case the right vertices express the decay

of W and Z bosons in muons.

Once an unstable particle is produced it decays with the rate Γ inversely propor-

tional to its lifetime τ in its rest frame, according to the uncertainty principle:

τΓ = 1 , (1.10)

where τ is also known as the proper lifetime of the particle and Γ is also known as

the full width of the particle, which expresses the uncertainty of the particle energy.

The decay rate of a particle to one particular final state i is described by the partial

width Γi. The full width of a particle is the sum of its partial widths over all possible

decay channels:

Γ =
∑

i

Γi . (1.11)

The ratio of a particle partial width Γ` to its full width Γ called branching ratio:

BR(V → `) =
Γ`

Γ
=

Γ`∑
i Γi

. (1.12)
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The partial width of a particle decay into a final state with n-particles can be calcu-

lated using the following canonical expression [14]:

dΓ(V → a + b + . . .) = (2π)4 〈
∑ |M |2〉 δ4(PV −

∑n
i=1 Pi)

2mV

n∏
i=1

d3pi

(2π)32Ei

, (1.13)

where 〈∑ |M |2〉—the square of absolute value of matrix element summed over the fi-

nal states and averaged over the states of decaying particle; PV , Pi—four-momentum

of initial and final particles; mV —the mass of decaying particles; Ei, ~pi—energy and

momentum of final particles. The delta-function in Equation 1.13 enforces conser-

vation of energy-momentum during the decay process. Similar to Equation 1.9 the

matrix element is calculated using the Lagrangian 1.1 according to the methods of

perturbative quantum field theory.

The process of a particle production and decay can be expressed quantitatively

as a product of production cross section and decay branching ratio:

σ(pp̄ → W → X) = σ(pp̄ → W ) ·BR(W → X) (1.14)

σ(pp̄ → Z → Y ) = σ(pp̄ → Z) ·BR(Z → Y ) , (1.15)

where the calculations of production cross sections and the branching ratios are de-

scribed below in Sections 1.3.3–1.3.2.

1.3.1 Particle Production in Hadron Collisions

In the processes where two leptons scatter off each other the inelastic collision out-

comes confirm the structureless lepton hypothesis for the entire range of attainable

energies. Similar leptoproduction processes have been carried out to study the struc-

ture of the hadrons, where the structureless lepton used as projectile scatters off a

hadronic target. Deep inelastic scattering in leptoproduction processes have revealed

the composite structure of a hadron, in which partons are the building blocks of the

particle. Partons were further identified as quarks and gluons through the observation

of hadronic jets in the processes e+e−→2 jets, 3jets in which 2 and 3 jet channels are

8



represented by e+e−→ qq̄, e+e−→ qq̄g reactions respectively. The measured rates

of these reactions confirmed that quarks and gluons are color-charged particles and

there are 3 color types for every quark flavor and 8 color types of gluons.

The parton model can be used to describe hadron-hadron collisions. A hadron-

hadron scattering with the parton subprocess is illustrated in Figure 1.3. Here A

and B are the incident hadrons, a and b are the partons merging into our final state

particle V. The various scattered and spectator partons will always fragment into

final state hadrons X shown as double lines in the figure.

PA

xaPA

PB

xbPB

V

A

B

fa/A(xa, Q2)

fb/B(xb, Q2)

Figure 1.3. Hadron-hadron collision via a hard parton subprocess.

When the mass of particle V is large enough (>10 GeV/c 2) the cross section σ

for inclusive hadronic production A + B → V + X can be obtained by using the

subprocess cross section σ̂ for partonic production a + b → V + X [15]

σ =
∑

a,b=q,q̄,g

Cab

∫
σ̂fa/A(xa, Q

2)fb/B(xb, Q
2) dxadxb , (1.16)

where fa/A(xa, Q
2)—the parton density of a in hadron A, xb—the longitudinal mo-

mentum fraction of parton b in hadron B, Q—typical momentum transfer in the

partonic process, Cab—the parton color-averaging factor equal to 1
9

for quark-quark,

1
24

for quark-gluon, and 1
64

for gluon-gluon productions.
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Typically, the masses of colliding hadrons are negligible comparing to their ener-

gies. In this case one can establish the following relation:

ŝ = (xaPa + xbPb)
2 = 2xaxbPaPb = xaxb(Pa + Pb)

2 = xaxbs = τs , (1.17)

where ŝ, s—the square of invariant mass of ab and AB systems respectively, τ—a new

variable for xaxb substitution.

Another useful variable is the rapidity of the ab system in the AB center of mass

reference frame. Rapidity y is defined as:

y =
1

2
ln

[EV + (~pV · ẑ)

EV − (~pV · ẑ)

]
=

1

2
ln

[Ea + (~pa · ẑ) + Eb + (~pb · ẑ)

Ea − (~pa · ẑ) + Eb − (~pb · ẑ)

]
=

1

2
ln

xa

xb

, (1.18)

where Ea = xaEA, Eb = xbEB and in the case of massless hadrons (~pa · ẑ) = xaEA,

(~pb · ẑ) = −xbEB. In the AB center of mass reference frame EA = EB.

Using our variable transformation xa =
√

τey, xb =
√

τe−y in Equation 1.16 we

get:

dσ

dτdy
=

∑
a,b=q,q̄,g

Cabσ̂fa/A(
√

τey, Q2)fb/B(
√

τe−y, Q2) . (1.19)

In case when particle V is massless, the Equation 1.18 coincides with the definition

of pseudorapidity η:

η =
1

2
ln

[ |~pV |+ (~pV · ẑ)

|~pV | − (~pV · ẑ)

]
= − ln[tan

(θ

2

)
] , (1.20)

where θ—center-of-mass scattering angle. For many high energy processes the de-

pendence on the particle masses is negligible and therefore the rapidity and pseudo-

rapidity become equivalent. Experimentally this is very convenient, since one needs

to know only the angle θ.

If V is an unstable particle we can use the relativistic Breit-Wigner formula:

σ̂ = 12π
ŝ

m2
V

Γ(V→ab)Γ(V→F )

(ŝ−m2
V )2 + m2

V Γ2(V )
≈ 12π2 Γ(V→ab)Γ(V→F )

mV Γ(V )
δ(ŝ−m2

V ) , (1.21)

where Γ(V→ab), Γ(V→F ) are the decay widths of V into the initial state ab and the

final state F respectively, mV is the mass of V . The last term has the delta-function
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δ(ŝ−m2
V ) as the result of the “narrow width” approximation, when Γ(V ) � mV ,

√
ŝ.

We put this expression for σ̂ into our Equation 1.19 for σ and integrate over τ :

dσ

dy
=

∑
a,b=q,q̄,g

Cab 12π2 Γ(V→ab)Γ(V→F )

m3
V Γ(V )

xaxbfa/A(xa, m
2
V )fb/B(xb, m

2
V ) , (1.22)

where xa is evaluated at mV√
s
ey and xb is evaluated at mV√

s
e−y. Here it is assumed that

Q2 = m2
V is the appropriate scale for the parton distributions.

Figures 1.4–1.5 show the new xf(x) parton distributions in proton for two different

energy scales [16].

Figure 1.4. The CTEQ6M quark and gluon dis-
tribution functions for proton at the energy
scale of Q2 = 2 GeV.

Figure 1.5. The CTEQ6M quark and gluon dis-
tribution functions for proton at the energy
scale of Q2 = 100 GeV.

According to the parton model, the proton is a combination of u-u-d “valence”

quarks that are accompanied by gluons and quark-antiquark pairs of “sea” quarks.

The parton distribution functions of the antiproton are related to those of the proton:

up(x, Q2) = ūp̄(x, Q2) ūp(x, Q2) = up̄(x, Q2)

dp(x, Q2) = d̄p̄(x, Q2) d̄p(x, Q2) = dp̄(x, Q2)

gp(x, Q2) = gp̄(x, Q2) (1.23)

sp(x, Q2) = sp̄(x, Q2) = s̄p(x, Q2) = s̄p̄(x, Q2)

cp(x, Q2) = cp̄(x, Q2) = c̄p(x, Q2) = c̄p̄(x, Q2) .
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1.3.2 W and Z Decay

The production of W boson is immediately followed by subsequent leptonic or hadronic

decay: W → `ν or W → qq̄′, where ` = e, µ, τ , and q or q′ represent one of the quarks

u, d, c, s or b (but not t since top quark is heavier than the W boson).

In the leading order for massless fermions, the partial decay width of W→`ν is [15]

Γ0
W =

GF M3
W

6
√

2π
, (1.24)

where the available leptonic channels are W → eν̄, µν̄, τ ν̄. Some Standard Model

corrections are absorbed in the measured physical values of MW and GF . Including

additional electroweak corrections the Standard Model prediction yields [14]:

Γ(W → `ν) = 226.4± 0.3 MeV, (1.25)

which is about 0.5 % less than our leading order calculations given by Equatioin 1.24.

In addition to the three leptonic decays W has two dominant hadronic decay

channels W → qq̄′, where q is u or c, and q̄′ is the appropriate CKM mixture of d

and s. Other hadronic decay channels are greatly suppressed by CKM off-diagonal

matrix elements |V qq′|2.

Considering the three color charges for quarks, the partial width of W → qq̄′ is:

Γ(W → qq̄′) = 3|V qq′|2Γ0
W [1 + αs(M

2
W )/π +O(α2

s)] , (1.26)

where the first order QCD correction are applied to the final state.

Sum over all nine leptonic and hadronic channels yields a total width of W

Γ(W ) = 3Γ0
W

{
1 +

[
1 + αs(M

2
W )/π +O(α2

s)
] ∑

no top

|V qq′|2
}

, (1.27)

and the leptonic decay branching ratio

BR(W → `ν) =
1

3

{
1 +

[
1 + αs(M

2
W )/π +O(α2

s)
] ∑

no top

|V qq′|2
}−1

, (1.28)

predicting Γ(W ) = 2.0921± 0.0025 GeV and BR(W → `ν) = 0.1082± 0.0002 [14].
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For Z decay the partial width value depends not only on the leptonic or hadronic

decay channel but also on the weak isospin value of the final state fermions. According

to the Standard Model, quarks u, c, t and neutrinos have positive weak isospin, and

quarks d, s, b and leptons have negative weak isospin. Since top quark mass is heavier

than the mass of Z, the decay of Z is limited to 11 channels.

The leading order partial decay widths of Z → ff̄ are [15]:

Γ(Z → νν̄) =
GF M3

Z

12
√

2π
= Γ0

Z (1.29)

Γ(Z → `¯̀) = Γ0
Z(1− 4 sin2 θW + 8 sin4 θW ) (1.30)

Γ(Z → uū) = 3Γ0
Z(1− 8

3
sin2 θW + 32

9
sin4 θW )[1 + αs(M

2
Z)/π +O(α2

s)] (1.31)

Γ(Z → dd̄) = 3Γ0
Z(1− 4

3
sin2 θW + 8

9
sin4 θW )[1 + αs(M

2
Z)/π +O(α2

s)] , (1.32)

where for hadronic decay modes 3 type of colors and next order QCD effects are

taken into account. Equation 1.31 can also be applied to calculate Z → cc̄ decay and

Equation 1.32 is the same for Z → ss̄ and Z → bb̄ processes.

A sum over all leptonic and quark flavors yields a total width of Z:

Γ(Z) = Γ0
Z

{
6− 12 sin2 θW + 24 sin4 θW +

[1 + αs(M
2
Z)/π +O(α2

s)]
(
15− 28 sin2 θW + 88

3
sin4 θW

)}
, (1.33)

and leptonic decay branching ratio

BR(Z → `¯̀) = (1− 4 sin2 θW + 8 sin4 θW )
{
6− 12 sin2 θW +

24 sin4 θW + [1 + αs(M
2
W )/π]

(
15− 28 sin2 θW + 88

3
sin4 θW

)}−1

. (1.34)

The predicted values [14] for total width Γ(Z) = 2.4961 ± 0.0012 GeV and leptonic

branching ratio BR(Z → `¯̀) = 3.365± 0.002 % agree very well with the recent mea-

surements from LEP2 Γ(Z) =2.491±0.007 GeV and BR(Z → `¯̀) =3.366±0.002 %.
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1.3.3 Hadronic W and Z Production

In pp̄ collisions, W bosons are mostly produced by processes of the type ud̄ → W+ or

ūd → W−. The contributions from us̄ → W+ or ūs → W− types are suppressed by

the Cabibbo mixing. The distributions of quarks in the proton are described by parton

distribution functions through the fraction of longitudinal momentum fraction x.

Using Equation 1.26 for Γ(W → qq̄′) and Equation 1.23 for parton distributions of

the proton and antiproton we can rewrite Equation 1.22 assuming Γ(W ) = Γ(W→F )

dσ

dy
(pp̄ → W+) = K

4π2Γ0
W

M3
W

xaxb

{
|Vud|2[u(xa)d(xb) + d̄(xa)ū(xb)] +

|Vus|2[u(xa)s(xb) + s̄(xa)ū(xb)]
}

, (1.35)

where arguments xa, xb in quark and antiquark densities are evaluated through pseu-

dorapidity: xa = MW /
√

sey and xb = MW /
√

se−y at the center-of-mass energy

√
s =1.96 TeV for Tevatron pp̄ collisions.

The corresponding differential cross section for W− production can by obtained

by interchanging xa with xb in the arguments of quark and antiquark densities.

To account for the next order QCD effects in quark interactions, an additional

K-factor is introduced in the cross-section expression:

K = 1 +
8π

9
αs(M

2
W ) +O(α2

s) , (1.36)

which is evaluated at the W mass energy scale.

Similarly, the cross section for production of Z boson is:

dσ

dy
= K

4π2Γ0
Z

M3
Z

xaxb

{
(1− 8

3
sin2 θW +

32

9
sin4 θW )

[
u(xa)u(xb) + ū(xa)ū(xb)

]
+ (1.37)

(1− 4

3
sin2 θW +

8

9
sin4 θW )

[
d(xa)d(xb) + d̄(xa)d̄(xb) + s(xa)s(xb) + s̄(xa)s̄(xb)

]}
,

with the Drell-Yan K-factor:

K = 1 +
4αs(M

2
Z)

6π
(1 +

4

3
π2) +O(α2

s) , (1.38)

evaluated at the Z mass energy scale.
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1.4 Measurement of W Width from the Cross Section Ratio

The pp̄ production rate of W and Z bosons is described through the cross section

quantity. The probability for these bosons to decay to a muon in a final state is

defined as the branching ratio. We can express the product of the production cross

section and the branching ratio for a vector boson decay in the muon channel in terms

of the measured variables:

σ(pp̄ → V ) ·BR(V → µX) =
N −B

Aε
∫

Ldt
, (1.39)

where N is the number of candidate events passing the selection, B is the estimated

number of background events, A is the detector acceptance, ε is the efficiency of the

selection cuts,
∫

Ldt is the luminosity integral which has dimension of inverse area

(unit cm−2 or inverse picobarn 1 pb−1 ≡ 1036 cm−2).

When taking the ratio of pp̄ production cross section for W and Z in muon channel

R =
σ(pp̄ → W ) ·BR(W → µν)

σ(pp̄ → Z) ·BR(Z → µµ)
=

σ(pp̄ → W )

σ(pp̄ → Z)

Γ(W → µν)

Γ(W )

Γ(Z)

Γ(Z → µµ)
(1.40)

we can extract the value of the branching ratio BR(W → µν) = Γ(W → µν)/Γ(W )

using the theoretical calculation of the production cross sections and precise Z width

measurements from LEP experiment [14]. This measurement promises high preci-

sion due to the fact that luminosity does not enter the expression. Also we expect

complete or partial cancellation of many uncertainties in the ratio when the muon

identification is the same both for W and Z selection. We can further extract the

value W width parameter Γ(W ) using the Standard Model calculation for W leptonic

width Γ(W → `ν).

1.5 Strategy of This Measurement

The initial CDF Run II measurements of the W → µν and Z → µ+µ− production

cross sections were made in summer 2002 using 16.5 pb−1of data [17, 18] and in winter
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2003 using much larger data sample of 72 pb−1 and utilizing greater acceptance for

Z selection [19, 20].

Improved measurements of these cross sections can now be made using event

samples collected through the beginning of September, 2003 shutdown which are

considerably larger than those used for the previous measurements, which allows us

to reduce significantly both statistical and systematic uncertainties of our result.

This work describes a new updated measurement of the ratio R of inclusive W

and Z boson cross sections in proton-antiproton collisions at 1.96 TeV using about

194 pb−1 of high-PT muon data collected by the CDF detector [21]. We describe how

different parameters entering Equation 1.39 are measured both for W and Z bosons.

We also derive the values and uncertainties for acceptance and efficiency ratios that

enter the Equation 1.40. At the end of the note we discuss the significance of the

ratio measurement in light of existing information on W and Z production and decay.
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CHAPTER 2

The Tevatron and The Collider Detector

The data used in this analysis were collected by the Collider Detector located

at the Fermi National Accelerator Laboratory1 near Batavia, Illinois. CDF2 utilizes

proton-antiproton collisions delivered by the Tevatron accelerator complex. This ex-

periment has been known for the most significant discoveries in High Energy Physics,

such as the observation of the Top quark during Run I data taking (1992-1996).

Recently, both detector and accelerator have been upgraded for enhanced data tak-

ing in Run II. The upgraded Tevatron delivers instantaneous luminosity of up to

5 · 1031 cm−2s−1 which is a great improvement compared to Run I peak luminosity of

2 · 1031 cm−2s−1. Also the beam energy has been boosted from 900 to 980 GeV, to

intensify the occurrence for many interesting physics processes. To accommodate new

accelerator operation, most of the CDF sub-detector systems have been upgraded [23].

The increased rate of beam collisions in Run II requires the new trigger and data ac-

quisition system as well as a redesigned silicon vertex detector and tracking chamber.

The detailed overview of Run II upgraded CDF and Tevatron is presented further in

this chapter.

2.1 Tevatron at Fermilab

The Fermilab Tevatron is a pp̄ superconducting collider, which currently operates

with 36 proton on 36 antiproton bunches at a center-of-mass energy of
√

s =1.96 TeV.

1abbreviated as FNAL or Fermilab
2abbreviation for Collider Detector at Fermilab
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Until the completion of Large Hadron Collider in CERN, Tevatron is the world highest

energy pp̄ collider.

D0

C0E0

Booster
Switchyard

Cockroft−Walton

P

P

Main Injector

Accumulator
Debuncher Linac

150 GeV A0

B0F0

In

Recycler

980 GeV

Tevatron

8 GeV

8 GeV

Figure 2.1. Schematic view of Tevatron

The collider complex comprises an accelerator chain shown in Figure 2.1. The

cycle starts with obtaining protons from the ionized hydrogen atoms H−, which are

accelerated to 750 KeV by Cockroft-Walton electrostatic accelerator. Pre-accelerated

H− ions are then injected into Linac where they gain an energy up to 400 MeV when

passing through the 150 m long chain of radio-frequency (RF) accelerator cavities.

To form protons, the H− ions pass through a carbon foil which strips electrons off the
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protons. Inside the Booster the protons are merged into the bunches and accelerated

to an energy of 8 GeV prior to entering the Main Injector, which is a synchrotron 3 km

in circumference. In the Main Injector the proton bunches are accelerated further to

an energy of 150 GeV and coalesced together to high density prior to injection into

the Tevatron, a superconducting collider 6 km in circumference. In the Tevatron a

total of 36 proton bunches are accelerated to an energy of 980 GeV.

The production of the antiproton beam is significantly more complicated. The

cycle starts with projecting 120 GeV proton beam from the Main Injector onto a

stainless steel target. Such process produces a variety of different particles, among

which are antiprotons. It takes about 100,000 protons to make one or two antiprotons.

These antiprotons are separated from other particles by focusing through lithium

lenses prior to injecting into the Debuncher, which decreases the momentum spread

of the particles utilizing the “stochastic cooling” technique [22]. After that, the

continuous antiproton beam directed into the Accumulator where the antiprotons are

stored at an energy of 8 GeV and stacked to the concentration of 1012 particles per

bunch, which takes up to 12 hours on average. The antiproton bunches are then

injected into the Main Injector and accelerated to 150 GeV. Finally, 36 bunches of

antiprotons are inserted in the Tevatron where they attain an energy of 980 GeV.

The proton and antiproton bunches circulate the Tevatron in the opposite directions.

Their orbits cross at the B0 and D0 collision points, where interactions are registered

by the CDF and D0 detectors respectively.

2.2 Overview of CDF

The Collider Detector at Fermilab is designed to register the rich variety of high

energy physics processes associated with proton antiproton collisions at Tevatron.

The Run II Tevatron upgrade increases the number of bunches in each beam by a

factor of six with respect to Run I making the time between two successive interactions
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396 ns down from 2.4 µs. As a result, the trigger and other detector subsystem have

been rebuild from scratch to accommodate the higher collision rates. During this

upgrade [23], efforts were also made to extend its geometrical coverage by adding

new detector elements or enlarging the existing ones.

The machine is located at the collision hall, which is denoted as sector B0 in

Figure 2.1. The detailed view of CDF is shown in Figure 2.2. Only half of the

drawing is shown, since the detector is forward-backward symmetric across the plane

through the interaction point.

Figure 2.2. Elevation view of one half of the CDF II detector

The CDF reference system uses the right handed coordinate system where the ẑ

axis is directed along the motion of proton beam, the x̂ axis is in the plane of the
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accelerator, and the ŷ axis is pointing upward. To describe various detector system

a polar coordinate system is often used with the polar angle θ substituted by the

pseudorapidity variable defined in Section 1.3.1.

The main bulk of the detecting volume is the tracking and calorimetry systems,

which are build deliberately for the precise measurements of electroweak scale ener-

gies. The other detector parts are used for the particle identification. The rest of

this chapter will contain a short review of each detector subsystem. The description

starts with the inner parts and continues toward the outermost systems. We conclude

this chapter with the brief examination of the on-line data acquisition system, which

controls the detector operations.

2.3 Tracking System

Detection and tracking of charged particles is an essential part of many analyses at

CDF. The operation of tracking detectors is based on the fact that charged particles

ionize the matter through which they pass. The trail of ionized matter left behind

by a charged particle coincides with its trajectory and is often referred to as a track.

Throughout the history of experimental particle physics various implementations of

particle tracking devices were used, varying from pioneering bubble and spark cham-

bers to sophisticated drift chambers and semiconductor detectors.

Charged particles moving in a uniform magnetic field, as inside the CDF tracker,

have a helical trajectory. By measuring the radius of curvature of the helix, par-

ticle’s transverse momentum is obtained. The longitudinal component of particle’s

momentum is related to the helix pitch.

To have a precise measurement of charged particle’s momentum, it is necessary

to sample points of the trajectory on a long range. Therefore a good spectrometer

requires a large tracking volume. On the other hand, by making a few, very accurate

measurements of the track position near the interaction point, it is possible to delimit
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a narrow region of space, where the particle might have been produced. In this case,

the detection does not require a long trajectory range, instead, it has to be very close

to the collision point and it must withstand high density of tracks.

The CDF II tracking system includes the Silicon Vertex Detector and Central

Outer Tracker (COT) surrounded by the superconducting Solenoid. The schematic

longitudinal view of CDF II tracking system is shown on Figure 2.3.
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Figure 2.3. Tracking system of the CDF II detector

2.3.1 Silicon Vertex Detector

Upgraded CDF silicon detectors include the following subsystems: “Layer 00” (L00),

Silicon Vertex Detector (SVX II), and the Intermediate Silicon Layers (ISL). All of

these systems rely on the functional unit which is a silicon micropstrip detector.

Layer 00 is a single sided, radiation-hard silicon microstrip detector, placed im-

22



mediately outside the beam-pipe, at the radius of 1.5 cm, and surrounded by SVX

as shown in Figure 2.4. Such a close proximity to the interaction point improves

significantly the reconstruction of both tracks and vertexes.

2.2 cm

Figure 2.4. Transverse view of Layer 00. Figure 2.5. Transverse view of SVX II barrel.

SVX II is the Run II baseline detector. The detector spans radially from 2.5 cm

to 10 cm and its transverse view is shown in Figure 2.5. It consists of five layers of

double-sided silicon ladders. One side of each ladder provides measurement in the

transverse plane while the other side provides additional information for complete 3-D

reconstruction. SVX II extends longitudinally 45 cm on both sides of the collision

point as indicated in Figure 2.3.

Similar to SVX, the ISL also consists of a double-sided silicon wafers. As shown

in Figure 2.3, there is one layer placed at the radius 22 cm in the central region,

and two forward layers placed at the radiuses 20 cm and 29 cm from the beam line.

Combination of SVX and ISL detectors makes track reconstruction possible in the

forward part of CDF, which is beyond the coverage of the COT.
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2.3.2 Central Outer Tracker

The central outer tracker is an “open-cell drift chamber”, which lies outside the silicon

detector and fills the space between radial coordinates of 40 and 138 cm, up to a z

of 155 cm. Because of its large detecting volume the tracker provides an accurate

measurement of track parameters.

The main constituents of any drift chamber are wires that collect ions produced by

the charged particle in the gas inflating the volume. This wires are grouped together

into identical cells, whose shape is shown on Figure 2.6. Within each cell twelve sense

wires are placed in a proper electrostatic field, which is configured by high voltage

on field panels and shaper wires with respect to potential wires. Cells are further

joined into eight super-layers. Axial super-layers, in which the wires are parallel to

the magnetic field, alternate with super-layers, in which the wires have a 3o stereo

angle tilt. Stereo super-layers start with the innermost one, which contains 168 cells.

Axial super-layers end at the outermost one, which contains 480 cells. The position

of all eight super-layers is shown on Figure 2.7.

SL2
52 54 56 58 60 62 64 66

Potential wires

Sense wires

Shaper wires

Bare Mylar

Gold on Mylar (Field Panel)

R (cm)

Figure 2.6. Cell layout for super-layer 2. Figure 2.7. 1/6th view of COT east end-plate.

24



Once the drift time of ions from the charged particle to the sense wires is mea-

sured, it is possible to reconstruct the particle’s trajectory, since the geometry of the

COT and drift velocity are known. The wire readout is performed via custom-build

amplifier-shaper-discriminator (ASD) 8-channel chip. The boards, containing three

of these chips and reading out two adjacent cells are placed directly on the chamber

end-plate. They continuously measure both the signal’s leading edge and the total

collected charge, which is used in many analysis for the charged particle identifica-

tion. The signal is carried further to time-to-digit-converter (TDC) boards, which

store the information in digital format.

The most important design requirement for COT is the ability to operate suc-

cessfully at the high luminosity and collision rate of Run II. This requirement was

met by choosing a small cell size and using the fast gas mixture. The COT uses the

combination of Ar-Ethane-CF4 gases mixed in proportion 50:35:15. This gas mixture

provides a high drift speed of 88 µm/ns at a drift field of 2.5 kV/cm.

The resolution of the measured transverse momentum has been studied using

the simulation samples and has been found to be δPT /P 2
T =0.30%/GeV/c for COT

standalone track reconstruction and δPT /P 2
T =0.12%/GeV/c for combined COT and

SVX tracking.

2.3.3 Superconducting Solenoid

The CDF tracking system is enclosed in a superconducting solenoid, which provides

a magnetic field of 1.4 T along the detector axis, over a cylindrical volume 4.8 m long

and 3 m in diameter. The solenoid is made of an Al-stabilized NbTi superconductor,

able to withstand currents up to 5000 A, and operating at the liquid helium temper-

ature. The magnetic field generated by the solenoid is uniform throughout the entire

tracking volume with 0.1 % accuracy.
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2.4 Calorimeter

The calorimeter extends to |η| < 3.6 and is used for measuring energies of jets, pho-

tons, electrons. The presence of an energetic neutrino in event is inferred through the

transverse missing energy, calculated by taking a sum of energies over all calorimeter

towers3. A minimum ionizing particle, such as muon, can also be identified by its

small energy deposition in the calorimeter tower, through which it passes.

CDF uses scintillator sampling calorimeter, divided into separate electromagnetic

and hadronic sections. The entire calorimeter is segmented into projective towers.

Each tower consists of alternating layers of passive material and scintillator tiles. The

signal is read via a wavelength shifters (WLS) embedded in the scintillators. The light

from WLS is transmitted further to photo multiplier tubes (PMT).
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Figure 2.8. 1/8th of calorimeter segmentation map.

Depending on the detector pseudo-rapidity region, the calorimeter is further di-

vided into central |η| < 1.1 and plug 1.1 < |η| < 3.6

3for details refer to Chapter 5
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2.4.1 Central Electromagnetic Calorimeter

The central electromagnetic calorimeter consists of projective towers of alternating

lead and scintillator as shown in Figure 2.9. The signal is read via polymethyl-

methacrylate wavelength shifter, and carried via clear fiber to photomultiplier tubes.
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Figure 2.9. Central electromagnetic calorimeter wedge.

A two dimensional “strip chamber”—a shower maximum detector is embedded

in the calorimeter. It measures the electromagnetic shower profile, developed by

passing photon or electron. Another wire chamber—central pre-radiator (CPR) is

placed in front of the calorimeter to act as a pre shower detector, which uses tracker

and solenoid coil as radiators.

The nominal stochastic resolution of the central electromagnetic calorimeter is

13.5 %/
√

ET /GeV , which has been determined using the isolated electrons by match-

ing track PT to calorimeter ET .
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2.4.2 Central Hadron Calorimeter

The central and end-wall hadronic calorimeter is also sampled into projective towers

and matches the geometry of central electromagnetic calorimeter described before.

The passive material or radiator includes 23 iron layers.

The resolution of the central hadronic calorimeter is 75 %
√

ET /GeV⊕ 3 %.

2.4.3 Plug Calorimeter

The upgraded plug calorimeter, shown on Figure 2.10, covers the η region between

1.1 and 3.6. It replaces a Run I gas calorimeter, whose response was too slow for the

current Run II operation conditions.

Figure 2.10. Cross section of upper part of end plug calorimeter.

The electromagnetic section of the plug calorimeter consists of 23 alternating lay-

ers of 4.5 mm lead and 4 mm scintillator.. As in the central calorimeter, a shower max-

imum detector (SMD) is embedded in the towers and the first layer of the calorimeter
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is used as pre-shower detector. The SMD measures the position of electromagnetic

shower within 1 mm accuracy. The resolution of electromagnetic part of the plug

calorimeter is 16 % /
√

ET /GeV⊕ 1 %.

The hadronic section of the plug calorimeter is a 23 layer sampling device, with

unit layers made of 2 inch iron and 6 mm scintillator. The energy resolution attainable

in plug hadronic calorimeter is 80 % /
√

ET /GeV⊕ 5 %.

2.5 Muon Chambers

The outermost subsystem of the detector include still absorbers, scintillators, and

stacks of drift tubes, used for the identification of muons.

Due to their minimum ionizing behavior, muons can easily pass through the large

amount of material. At the same time, the majority of other particles produced in

proton-antiproton collisions get absorbed by the calorimeter material. Additional

layers of steel absorbers are placed immediately after the calorimeter to purify the

muon detection. Outside of the steel, the penetrating muons are detected in a stack

of muon drift tubes. The extended geometrical coverage of the central muon systems

is shown as η − φ map on Figure 2.11.

Muon tubes are filled with Ar-Ethane gas mixture. When a muon traverses the

tube it ionizes the gas along its trajectory. Following the electrostatic field inside the

tube ions drifts to the wire located at the center. Since the drift speed is known it is

possible to reconstruct the distance between the passing muon and the wire, based on

the measured timing. To facilitate full geometrical reconstruction of muon trajectory,

the drift tubes are stacked together in several layers.

The scintillator counters outside the muon tube stacks provide additional con-

firmation of muon presence by generating a light impulse, collected by the photo-

multiplier tubes. This signal is fast and therefore can be used to anchor the timing

measurements obtained from the muon drift tubes.
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Figure 2.11. η and φ coverage of the CDF II muon system.
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2.5.1 Central Muon Chambers

The Central Muon Detector (CMU) is the original muon system built at CDF, which

consists of 144 modules with 16 rectangular cells per module, as shown on Figure 2.12.

The detector is placed just outside the central calorimeter, whose bulk absorbs more

than 99 % of the outgoing particles. The cells are stacked in four layers in radial

direction with a small azimuthal offset in order to facilitate the muon trajectory

reconstruction. Each wire is connected to TDC board for timing information readout,

which is used for measuring muon location in r−φ plane. In addition, the amplitude-

digit converter (ADC) is attached to each wire’s end, to measure the collected charge,

which is used to define the muon’s location in ẑ via charge division.

Radial centerlineMuon track

t4

To pp interaction vertex

t2

55 mm

GOLD-PLATED 
50

1’’

6’’

0.1’’

FIELD-SHAPING GRIDS

µm  DIAMETER

TUNGSTEN WIRE

STRUCTURAL
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Figure 2.12. Transverse view of a CMU module. Figure 2.13. Transverse view of a CMP stack.

A second set of muon chambers—Central Muon Upgrade (CMP) is placed behind

an additional 60 cm layer of steel, which is provided by the solenoid return yoke.

This detector forms a square box around the CMU and the pseudo-rapidity coverage

therefore varies with azimuth as shown in Figure 2.11. The CMP consists of four

layers of rectangular single-wire drift tubes, staggered by half cell per layer as shown

in Figure 2.13. The chambers are in proportional mode with a maximum drift time

of 1.4 µs. Preamplifiers are mounted on the end of the stacks and signals are read out

by a single TDC per wire. The outer surface of the CMP is covered by the Central

Scintillator Upgrade (CSP)—a layer of rectangular scintillator tiles.
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The Central Muon Extension (CMX) is an addition to the central muon detectors

that consists of conical sections of drift tubes which covers the pseudo-rapidity range

from 0.65 to 1.0. Though no additional layer of steel is added, the large angle through

the calorimeter and solenoid makes up enough absorbent material along the muon

path. Each section of CMX has 15 degrees of azimuthal coverage and consists of

12 drift tubes stacked in four layers with half-cell offset. Both outer surfaces of

CMX are covered by the Central Scintillator Extension (CSX)—a layer of trapezoidal

scintillator tiles.

2.5.2 Intermediate Muon Detector

The muon identification beyond the central region is made possible by the Interme-

diate Muon Detector (IMU) which extends to the pseudo-rapidity coverage of |η|=2.

This detector is based on its predecessor—Run I forward muon toroidal magnets that

in Run II are moved closer to the interaction point. The still toroids are not energized

and are used simply as shielding to purify the muon detection, since the magnetic

field from solenoid and the new central tracker are able to provide the accurate muon

trajectory measurements in the forward region. Similar to the central muon detectors,

the IMU has four staggered layers of muon drift tubes and two layers of scintillators.

2.6 Data Acquisition System

Due to the increase in collision frequency, the DAQ and trigger systems of CDF

had to be almost completely replaced. The new three-level pipelined architecture,

illustrated in Figure 2.14, is fully capable of withstanding a 132 ns bunch separation,

while keeping the deadtime as short as possible.

The hardware for each trigger level is configured through the trigger database,

which is a set of interconnected tables implemented in the Oracle relational database.

A complete configuration of the trigger system in terms of parameter and cut values
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of various subsystems can be retrieved from the table if one provides a unique key

called physics table.

L2 trigger

Detector

L3 Farm
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Storage
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L1 Storage
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Dataflow of CDF "Deadtimeless" 
Trigger and DAQ

Figure 2.14. Schematic view of DAQ and trigger systems.
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2.6.1 Level 1 Trigger

The front-end electronics of all detectors is fitted with a synchronous pipeline, 42

events deep, where the entire data regarding each event is stored for 5544 ns. Mean-

while, part of the data is examined in a first layer of dedicated, synchronous, highly

parallel hardware processors:

• the eXtremely Fast Tracker (XFT) reconstructs tracks in the transverse plane

of the COT and extrapolation unit (XTRP) matches these tracks to the level

one calorimeter and muon trigger primitives;

• the Calorimeter trigger boards (DIRAC) reconstruct electromagnetic and hadron

trigger towers and also calculates the total and missing transverse energy of the

event;

• the Muon trigger cards match extrapolated tracks to the trigger primitives in

muon chambers.

A total of 64 various outputs from level one subsystems get multiplexed by 8 logical

units in the Global Level 1 Trigger board (FRED) according to the configuration

content retrieved from the trigger database. Up to 64 various level one outputs can

be produced and fed into level two Alpha processors.

The level one trigger produces a decision within 4000 ns, while the data is still in

the pipeline, which makes it truly deadtimeless system.

2.6.2 Level 2 Trigger

Events passing level one trigger are downloaded into one of four asynchronous event

buffers, and further analyzed by the level two set of hardware processors. Level

2 trigger is asynchronous: events remain in the buffer until they are accepted or

rejected. In cases where all four buffers are full, the system encounters the dead time.

There are two phases at level two: readout of level two systems and decision making.

Each phase last about 10 µs.
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The following triggers systems are read out:

• The calorimeter boards (DCAS), which runs the clustering algorithm for elec-

tromagnetic and hadron online shower reconstruction;

• The calorimeter shower maximum (XCES) is used to identify electrons and

photons in order to reduce the fake rate coming from the hadron jets;

• The Silicon Vertex Tracker (SVT), which reconstructs tracks in silicon detectors

and measures their impact parameter;

• Level 1 muon and track data is also collected.

During the decision making stage the read out data are fed to a pair of Alpha pro-

cessors, where each processor examines the event for a different set of level 2 trigger

specifications, downloaded from the trigger data base described in the Section 2.6.

2.6.3 Level 3 Trigger

Events accepted by Alpha processors from level two trigger read out entirely from the

front-end electronics and are loaded into a Linux PC farm, where they are completely

reconstructed by the CDF offline software. The software is almost fully written in

C++ programming language, using object-oriented methods.
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CHAPTER 3

Data Sets

This analysis is based on the data collected by CDF during a year and half data-

taking period which was started at the beginning of Run II. In this chapter we describe

the inclusive high-PT muon data set and various simulation samples that were used

in this analysis.

3.1 Inclusive Muon Samples

The high-PT muon data set used in these measurements was collected between March 23,

2002 and September 6, 2003 and has a corresponding run range of 141544 to 168889.

The Data Quality Monitoring working group established a common list of good

runs [24] for leptons that is used to select events from this run range. The inte-

grated luminosity for this run range is determined to be 193.5 ± 11.6 pb−1.

This data has been collected through the high-PT CMUP and CMX muon trigger

paths, as described in Section 3.2, into the original data sample bhmu08, which is

processed with the version 4.8.4 of the reconstruction code. To reduce the size of

the data set it is stripped further into the intermediate multipurpose sample btop1g,

which contains the sub-sample of events with a reconstructed muon that passes a loose

set of muon identification cuts [25]. This data sample is refined further through a

substantial amount of re-processing using version 4.11.2 of the offline reconstruction

code [26]. The finalized sample is then registered under rtop01 data set name and

put on tape through the CDF data file catalog system [27].
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3.2 High-PT Muon Trigger Paths

The muon data set described in the previous section is written through the Stream B

data channel, which is fed by high-PT lepton trigger paths. Currently, there are two

basic trigger paths for inclusive high-PT muons: MUON_CMUP18 and MUON_CMX18.

The MUON_CMX18 data collected prior to run number 150145 is not used in physics

analysis due to the large noise in the CMX chambers. The combination of both

trigger paths in our measurement may produce additional sources of uncertainties.

Also if we base our measurement solely on data gathered from MUON_CMUP18 trigger

path many parameters will cancel out completely, thus improving the overall result.

The MUON_CMUP18 trigger path is divided into three levels:

• L1_CMUP6_PT4: The muon trigger cards attempt to match XFT track with both

CMU and CMP hits. XFT provides tracks with PT ≥ 4 GeV/c and at least 10

hits per axial super layer. Starting from run 152612 the minimum number of

hits per super layer becomes 11.

• L2_TRK_L1_CMUP6_PT4: Prior to run 152612 all events fed by Level 1 trigger

were auto-accepted and sent further to Level 3. Starting from run 152612 events

coming from Level 1 were required to have a XFT track with PT ≥ 8 GeV/c in

order to pass Level 2 trigger requirements.

• L3_MUON_CMUP18: The trigger code attempts to reconstruct the muon COT

track and links it to the CMU and CMP track segments or stubs. The required

PT of the COT track must be greater than 18 GeV/c. The code also checks

matching between projected muon trajectory and stubs in the plane transverse

to the beam-line. The track must match stub within 10 cm for CMU and 30 cm

for CMP chambers.

Every event in our sample must have at least one muon that triggered the event

according to these requirements. Additional offline selections are described in more

details in the next Chapter 4.
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3.3 Simulation Samples

We use the simulation samples in this analysis in order to determine both the ac-

ceptance discussed in Chapter 9 and the fraction of background events for W and Z

processes described in more details in Chapters 6 and 8. These samples were gener-

ated using the standard Monte-Carlo technique [28].

The processes pp̄ → W → µν and pp̄ → Z → µµ were simulated by PYTHIA [29]

Monte Carlo generator with the CTEQ5L [30] parton distribution functions. The trans-

verse motion of the vector boson and underlying event activity is tuned to match the

data [20]. For each event the generator creates a list of final state particles that are

fully specified kinematically.

The full CDF simulation is used to model the detector response. In case when

final state particle is a muon, the CDF simulation propagates the particle through

the Central Outer Tracker (COT) volume in the solenoidal magnetic field out to the

calorimeters. The muon trajectory is simulated as a circular path in the transverse

plain with the actual tracker resolution described previously in Section 2.3.2. Outside

the magnetic field the muons follow a straight line trajectory through the calorimeter

to the Central Muon chambers (CMU) and continue further through the additional

layers of steel out to the Central Muon Upgrade chambers (CMP). The detector

simulation takes into account multiple scattering and energy loss effects for muon

momentum, while propagating the particle through the detector interior.

The generated data sets wewk0m, wewk0t, zewk0m, zewk0t correspond to the

processes W → µν, W → τν, Z → µµ, Z → ττ respectively.
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CHAPTER 4

Muon Identification

When muons emerge from the interaction point they penetrate through various

detector systems. The three major detectors that help to identify muon are: central

tracker, calorimeter and muon chambers. The central tracker and muon chambers

can detect muon since it is a charged particle and, therefore, it leaves the ionized trace

behind when it passes through the gas volume. In COT the ionization is collected by

the potential wires as described in Section 2.3.2. Then the signal from each channel

is read out and since the position of each wire is known precisely, the collection of

hits can be reconstructed for the associated charged particle. The reconstruction

algorithm links hits together into the segments, which get linked further into a track

coinciding with the trajectory of the actual particle. Magnetic field inside the COT

bends muon trajectory into a helix, which can be fitted with 5 parameters as

x(s) = ρ sin(2cs + φ0)− (ρ + d0)sin(φ0)

y(s) = ρ sin(2cs + φ0)− (ρ + d0)sin(φ0) (4.1)

z(s) = z0 + sλ ,

where s is projected length along the track, ρ = 1
2c

is the helix radius. The signed

semicurvature c is related to the transverse momentum PT and charge q of a particle

c = qeB
2PT

, where B is the magnetic field inside the COT volume. For high-PT particles

the impact parameter d0 is defined as the distance from the COT origin to the track

in x̂–ŷ plane and φ0 is the azimuthal angle of the track. The parameter λ is related

to the angle θ between the track and ẑ axis as λ = cot(θ).
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Within the analysis framework a muon is defined as a reconstructed object that

consists of a track linked to the respective muon chamber track segments or stubs.

Very often muons also traverse the calorimeter detector towers depositing typical

minimum ionizing energy, leaving neighboring calorimeter towers unaffected as shown

in Figures 4.1–4.2.

Chambers

B

Tracking ChamberIron
CalorimeterMuon

Figure 4.1. Schematic view of the detector
systems involved in muon reconstruction.

Figure 4.2. Illustration of muon isolation vari-
able definition.

Most of the particles emerging from the interaction point are not muons. In order

to shield them from penetrating into the CMU detector, the muon chambers are

placed outside the calorimeter iron. The additional layers of iron are placed outside

the CMU chambers to enhance the shielding of CMP detector.

We establish the matching between the reconstructed muon stub and its track by

measuring the distance in x̂–ŷ plane between the stub position and the location of

the track extrapolated out to the muon chamber. When a muon passes through the

bulk of iron it slightly changes its trajectory direction due to the multiple scattering

phenomenon, which is Coulomb scattering between a muon and the nucleus of iron.

As a result of this effect, the matching distance between the muon stub and its

track increases. Since the amount of iron shielding is less for the CMU detector, the

matching distance for the CMU chamber is shorter than that of the CMP chamber.
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4.1 Inclusive Muon Selections

For our event selection it is extremely important to reject backgrounds and retain

high-PT muons with very high efficiency. This can be achieved by cutting on numerous

variables associated with the reconstructed particle. The collection of track, stub, and

calorimeter tower parameters provides us with many variables that can be used for

muon selection. We insure the quality of muon object by enforcing the following

requirements:

• the muon is represented by the high quality track

• the matching between muon track and muon chamber segments is good

• the energy for calorimeter towers near muon track is consistent with minimum

ionizing deposition

Several requirements are introduced to select a good muon track. We only consider

the tracks that will pass through at least eight COT super-layers, which means that

muon exits the tracker end-plate at the radius ρ greater than 140 cm. Then, we ensure

that track originates within the luminous beam region, which can be represented in

terms of track helix parameters as:

| z0 | < 60 cm — along the beam-line, and

| dcor
0 = d0 + xbeam · sin(φ)− ybeam · cos(φ) | < 0.2 cm — in the transverse plane.

The corrected value of the impact parameter reflects the shift of COT origin to

the actual location of the beam, which is positioned at (xbeam, ybeam) point away

from the origin. If silicon hits are present on the reconstructed track we require

| dcor
0 | < 0.02 cm. We also demand that track contains at least 3 good axial and

3 good stereo segments, where each good segment in turn has at least seven COT

associated hits. The quality of track helix fit is ensured by requiring | χ2
COT /ndf | < 2.

Here the value of χ2 function defines the quality of the track helix fitting and the

number of degree of freedom for this fit expresses the number of associated COT hits

on track ndf = Nhits
COT − 5, where 5 reflects the number of helix parameters.
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In this analysis the geometrical coverage of muon chambers is referred to as the

muon fiducial regions. Part of our selection rules is a requirement that a muon track

must always point to the muon fiducial region. The reconstructed stubs in the CMU

and CMP chambers linked to the muon track are subject to the matching distance

cuts |∆X|CMU < 3 cm for CMU chamber and |∆X|CMP < 5 cm for CMP chamber,

which reflects the presence of multiple scattering in the iron shielding discussed in

previous section.

The calorimeter response is divided into two parts: the energy from electromag-

netic compartment and the energy from hadronic compartment. To take into account

muon momentum dependence [31], the following criteria is used to insure minimum

ionizing energy deposition in calorimeter towers:

EEM < max{2, 2 + 0.0115(Eµ − 100)} and EHAD < max{6, 6 + 0.0280(Eµ − 100)},

where calorimeter EEM , EHAD and muon Eµ energies are measured in GeV. In this

case muon energy Eµ is equal to the absolute value of muon momentum |~Pµ|.

The muon isolation energy variable is defined as ratio of the transverse energy

ET measured in the calorimeter towers inside a ∆R =
√

(∆η)2 + (∆φ)2 = 0.4 cone

centered on the muon track excluding the muon tower as shown in Figure 4.2. In

order to obtain isolation ratio we divide isolation energy by the muon PT :

Iso =
[
(

∑
∆R<0.4

Ei
T )− Eµ

T

]/
P µ

T .

Leptons from vector boson prompt decays are isolated, so we require Iso < 0.1 for

muons in our sample to reduce the contamination from hadron semileptonic decays.

Events collected in our data sample must have at least one high-PT muon with

PT ≥ 18 GeV/c due to the trigger selections discussed in Chapter 3. For our anal-

ysis we slightly raise the value of the muon transverse momentum cut to make it

PT ≥ 20 GeV/c to get rid of the hardware and software trigger resolution effects.

The cosmic ray veto method is described in details the next Section 4.2.
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The complete set of selections for inclusive high-PT muon is shown in Table 4.1.

Requirement Purpose
Number of

Passed Events

Good Run Quality Data 1,128,370
Fiducial Muons Muon Chamber Active Regions 727,865
Trigger Bits Enforce Online Trigger 674,699
CMU and CMP Stubs Use Central Muon Detectors 669,131
Cosmic Veto Remove Cosmic Rays 491,023
|z0| < 60 cm Nominal Collision Region 421,166
COT Radius ρ ≥ 140 cm Fiducial Tracks 421,165
PT ≥20 GeV/c Low-PT Noise Reduction 246,681
|∆X|CMU < 3 cm Good Stub-Track Match 190,729
|∆X|CMP < 5 cm Good Stub-Track Match 153,598
EEM < 2 GeV Minimum Ionizing Deposition 143,313
EHAD < 6 GeV Minimum Ionizing Deposition 138,007
NAx

Seg ≥ 3, NSt
Seg ≥ 3 Good Track Quality 120,956

|dcor
0 | < 0.2 cm Good Track Quality 111,064

χ2
COT /ndf < 2 Good Track Quality 109,784

Iso < 0.1 Background Reduction 77,140

’

Table 4.1. Inclusive high-PT muon selection cuts.

4.2 Cosmic Ray Contamination

Energetic cosmic ray muons traverse the detector at a significant rate, leaving hits in

both muon and COT chambers and passing the high-PT muon trigger requirements.

Thus the original muon data set is heavily contaminated with the cosmic ray events.

A cosmic muon, passing through the detector, represents itself as a combination of

incoming and outgoing legs relative to the beam line of the detector. To be recorded

in the data, at least one such leg should form a good COT track with muon stubs

linked to it. Often the other leg also gets reconstructed as a track or muon. The

majority of events triggered by cosmic muons have much lower tracking multiplicity

in comparison with the collision events. On the other hand, the fraction of events in

which the cosmic muon hits the detector during the collision is quite significant.

Muons from cosmic rays are generally very isolated and easily pass the muon
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identification cuts listed in Table 4.1. When only one cosmic leg is reconstructed, the

event can imitate the W signature. Quite often both cosmic legs are present and in

this case the event fakes Z decay. Therefore, an effective cosmic ray tagging technique

is required to reduce cosmic background in both parts of our data sample.

The cosmic ray tagging algorithm [32] utilizes the timing information of the COT

hits. The core of this method is a multi-parameter fit over the set of hits left by the

incoming and outgoing cosmic legs. The leg belonging to the reconstructed muon

serves as the seed track for the fit. The other leg is referred to as the opposite track.

The algorithm performs in the following steps:

• hits belonging to the seed track are refitted with the 5 helix parameters and the

global time shift

• based on the best value of the fit, incoming or outgoing hypothesis is assigned

to the seed track

• the refitted seed track is used to find the other cosmic leg by defining a “road”

in which hits are searched for.

• if enough hits are found, a similar fit is performed to produce the opposite track

• for the seed and the opposite tracks a simultaneous fit is performed to combine

all hits into a single helix

The final decision of the cosmic tagger depends on the assigned direction of the legs.

If one leg is recognized as incoming and the other as outgoing, then the event is

tagged as cosmic ray. For a pair of tracks coming out of a real beam collision, both

legs should be categorized as outgoing.

Further details on the cosmic ray backgrounds and tagger efficiency will be de-

scribed in Chapters 6, 8, and 10 of this thesis.
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CHAPTER 5

W Selection Criteria

When a W boson decays into a muon and a neutrino, the final state particles

acquire high momentum due to a large W mass.

A kinematic cut PT ≥ 20 GeV/c is applied to the muon from W decay along with

the other cuts that coincide with the inclusive selections described previously in more

details in Chapter 4. The comparison of the muon transverse momentum spectrum

between data and simulation for events passing W selection requirements is shown

on Figure 5.1.

All muon momentum components can be reconstructed by COT, but there is no

direct way to measure neutrino momentum components. We can, however, infer the

transverse momentum of neutrino by measuring the missing transverse energy of the

event. The ẑ-component of the neutrino momentum cannot be reconstructed, since

for proton-antiproton collision the longitudinal momentum of interacting parton pair

is unknown. Therefore, event kinematics can only be reconstructed in the transverse

plane with respect to the beam-line direction.

To reconstruct the missing transverse energy of the event we first define the event’s

“total energy vector” ~ET = (Ex, Ey) in the transverse plane

Ex =
∑

i

(HADi
T + EM i

T )cosφi Ey =
∑

i

(HADi
T + EM i

T )sinφi , (5.1)

where HADi
T —the amount of energy deposited in the hadronic calorimeter tower i

projected on transverse plane, EM i
T —the amount of energy deposited in the electro-

magnetic calorimeter tower projected on transverse plane, φi—the polar angle of the
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Figure 5.1. Muon transverse momentum spectrum in data and simulation for W → µν candidate
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46



calorimeter tower, and the sum is taken over all detector towers.

The colliding parton pair has zero initial momentum in the transverse plain, so

using the conservation of momentum we define the missing transverse energy vector

as

~ET + ~/ET = 0, ~/ET = − ~ET (5.2)

and we ascribe the absolute value of /ET to the transverse momentum of the neutrino

for events where one neutrino is expected.

When a muon is present in the event it deposits only minimum ionizing energy

in the calorimeter. Therefore, for high-PT muons the actual momentum in the event

is much greater than the energy they deposit in the calorimeter towers. To make a

correction for this case we exclude muon energy deposition and add its momentum

contribution in the Equations 5.1

Ex =
∑

i

(HADi
T + EM i

T )cosφi − (HADµ
T + EMµ

T )cosφµ + P µ
T cosφµ (5.3)

Ey =
∑

i

(HADi
T + EM i

T )sinφi − (HADµ
T + EMµ

T )sinφµ + P µ
T sinφµ (5.4)

where HADµ
T —minimum ionizing energy deposited in the hadronic calorimeter tower

traversed by muon projected on transverse plane, EMµ
T —minimum ionizing energy

deposited in the electromagnetic calorimeter tower traversed by muon projected on

transverse plane, φµ—the polar angle of the muon, P µ
T —muon transverse momentum.

Figure 6.5 shows the /ET spectrum of simulated electroweak processes along with

our model of the QCD background. The electroweak processes and the QCD back-

ground are relatively well separated. Therefore, to reject most of the non-electroweak

background and retain the signal efficiently we chose a kinematic cut /ET ≥ 20 GeV.

As will be shown in Chapter 6 the contamination from Z events is the leading

source of background. To reduce Z → µµ presence in W candidate events a special

Z rejection criteria is applied. The events are rejected only if the second muon

passes a loose set of minimum ionizing energy deposition cuts EM < 3 GeV and
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µ
∑

i
~E

i

T

~/ET

Figure 5.2. A schematic view illustrating the calculation of the transverse missing energy /ET . The
energies of each tower are projected on x̂ and ŷ directions and summed across the entire calorimeter
to form a “total energy vector”

∑
i
~Ei

T = (
∑

i Ei
x,

∑
i Ei

y). To correct for the muon presence in the
event, the tower crossed by muon with minimum energy deposition is subtracted from

∑
i
~Ei

T and
replaced by the muon momentum. The inverted vector of the corrected total energy is defined as
the transverse missing energy /ET .
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HAD < 9 GeV. This criteria guarantees that there is no more than one high-PT muon-

like object in the event, which also simplifies the /ET calculation.

Table 5.1 summarizes the W selection cuts and lists the number of passed events at

every stage of the selection. The detailed description of the inclusive muon selection

is listed previously in Section 4.

Requirement Purpose
Number of

Passed Events

Inclusive Muon High-PT Quality Muon 77,140
Z Veto Remove Z Events 70,512
/ET > 20 GeV Background Reduction 57,109

Table 5.1. W → µν selection cuts.

Since the neutrino momentum is not fully reconstructible we cannot measure

the dilepton invariant mass to constrain further the kinematics of the W candidate

events. However, we can build dilepton transverse mass—a two dimensional analog

of the invariant mass, constrained to the transverse plane:

MT =

√
(P µ

T + /ET )2 − (~P µ
T + ~/ET )2 , (5.5)

where P µ
T = |~P µ

T |—absolute value of muon transverse momentum, and /ET = |~/ET |—

absolute value of missing transverse energy in the event.

The reconstructed transverse mass spectrum for W candidates is shown on Fig-

ure 5.3 both for data and simulation events. The distribution have the characteristic

shape of the Jacobian peak, which has its maximum near the actual mass of W boson

and rapidly falls off for the values above the W mass. At the values below the W mass

the spectrum falls slowly until it drops at 40 GeV/c 2—the kinematic limit imposed

by our W selection cuts PT ≥20 GeV/c and /ET ≥ 20 GeV.

The yield of W candidate events for the data-taking runs is shown on Figure 5.4.

The run interval is sampled in the ranges with the corresponding integrated luminosity

of at least 8 pb−1. Figure 5.5 shows W event count per inverse picobarn of delivered
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Figure 5.3. The transverse mass spectrum in data and simulation for W → µν events.
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luminosity for various run ranges, which is a relatively flat distribution. Higher event

count for the first four run ranges reflects the changes in muon trigger as previously

described in Section 3.2.
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Figure 5.5. W candidate yield per inverse pi-
cobarn of delivered luminosity.
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CHAPTER 6

W Backgrounds

In this chapter we estimate the contribution of four main backgrounds to our

W → µν candidate event sample. The backgrounds to be estimated are Z → µ+µ−,

W → τν, QCD processes and cosmic rays. The sum of all these contributing back-

ground processes, described in detail in the subsections below, yields a total fraction

of background events in the W sample of

bW = 9.49± 0.45 %. (6.1)

6.1 Electroweak Processes

As it was already mentioned in Chapter 5 that Z → µµ process can contribute to the

sample of W candidates. In cases when a hard photon is radiated along the second

muon or when the second track is not found the Z veto fails to filter out Z → µµ

decays.

W → τν can contribute to the sample of W candidates when, for example, decay

τ → µνν̄ happens. In case when muon from tau decay has PT ≥ 20 GeV/c, the event

will appear in our W sample, given that /ET ≥ 20 GeV.

The size of these background processes is calculated using electroweak Monte Carlo

samples. While it is possible to calculate them in a stand alone way, our standard

background technique is best suited to a procedure where the electroweak processes

treated simultaneously with the QCD background, which will be described in detail
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in the next subsection. The fraction of these background events will be found to be:

bW
Z→µµ = 5.85± 0.11 % and bW

W→τν = 3.10± 0.12 %. (6.2)

6.2 QCD Backgrounds

We will show in the next subsection that contribution from the cosmic rays is negli-

gible, therefore we attribute the remainder of the background to the QCD processes.

Contrary to electroweak processes, the majority of QCD background events have

relatively small missing transverse energy and large isolation ratio. For that reason

we choose to look at the /ET versus isolation ratio distributions to determine the

number of the background events. Figures 6.1, 6.2 show these distributions for W

candidates and W → µν simulation respectively, where the analysis cuts define four

regions:

B : /ET < 20 GeV , Iso ≥ 0.1 C : /ET ≥ 20 GeV , Iso ≥ 0.1

A : /ET < 20 GeV , Iso < 0.1 D : /ET ≥ 20 GeV , Iso < 0.1

We will extract the QCD background in the signal region D by fitting data distri-

bution on figure 6.1 with the simulation shapes for electroweak processes and with

the QCD shape obtained from the data distribution itself. Table 6.1 summarizes

the event distributions for regions A, B, C, and D for W candidates and simulated

electroweak processes.

Process Generated Number of Events
Type G A B C D

W → µν 2,026,500 12,310 426 6,686 182,831
Z → µµ 472,500 5,372 192 1,143 29,428
W → τν 490,000 478 12 50 1,512

W candidates — 13,403 28,647 2,940 57,109

QCD — 8,750 28,491 860 264

Table 6.1. Event distribution for regions A, B, C, and D for various processes.
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Figure 6.1. Isolation vs. /ET distribution for
W candidate events.

Figure 6.2. Isolation vs. /ET distribution for
W → µν simulation.

In order to obtain the number of QCD events, we assume that for QCD back-

ground, the /ET distribution does not depend on isolation ratio. In this case the

number of QCD events AQCD, BQCD, CQCD, DQCD in the regions A, B, C, D can

be expressed as:

AQCD

BQCD

=
DQCD

CQCD

or
A− AEWK

B −BEWK

=
D −DEWK

C − CEWK

, (6.3)

where A, B, C, D—the number of W candidate events in the regions A, B, C, D

respectively. Similarly AEWK , BEWK , CEWK , DEWK is the number of W → µν,

Z → µµ, W → τν events in the regions A, B, C, D respectively.

We can perform the following substitution:

AEWK = a ·W, BEWK = b ·W, CEWK = c ·W, DEWK = d ·W, (6.4)

where W—the number of expected W → µν events in the region D, and a, b, c, d—

the coefficients that can be determined using the simulation sample numbers A, B,

C, D, and G from Table 6.1. In order to calculate these coefficients we use the lepton

universality for W decay g ≡ Γ(W → τν)/Γ(W → `ν) = 1.00 [14] and the Standard
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Model prediction for the W and Z cross section ratio R = 10.69 from Equation 11.12:

a =
AW→µν/GW→µν + AZ→µµ/(R ·GZ→µµ) + g · AW→τν/GW→τν

DW→µν/GW→µν

= 0.090 , (6.5)

b =
BW→µν/GW→µν + BZ→µµ/(R ·GZ→µµ) + g ·BW→τν/GW→τν

DW→µν/GW→µν

= 0.003 , (6.6)

c =
CW→µν/GW→µν + CZ→µµ/(R ·GZ→µµ) + g · CW→τν/GW→τν

DW→µν/GW→µν

= 0.040 , (6.7)

d =
DW→µν/GW→µν + DZ→µµ/(R ·GZ→µµ) + g ·DW→τν/GW→τν

DW→µν/GW→µν

= 1.099 . (6.8)

We use substitution 6.4 in the expression 6.3 to obtain a quadratic equation

(A− a ·W )(C − c ·W ) = (B − b ·W )(D − d ·W ) (6.9)

that has a valid root

W =
−β +

√
β2 + 4αγ

2α
, (6.10)

where α = (ac− bd), β = (b ·D + d ·B − a · C − c · A), γ = (A · C −B ·D).

The calculated numbers for various processes contributing to the signal region D

are:

NW = 51, 734± 257 (6.11)

BW
Z→µµ = 3, 341± 61 BW

W→τν = 1, 769± 67 BW
QCD = 264± 83 (6.12)

where the systematic error includes both the uncertainties on parameters g, R and

the uncertainty of our assumption that in QCD events /ET and isolation variables are

independent. In order to test this assumption we study the variation in the number

of background events when isolation or /ET cuts are changing. When we vary the /ET

cut we fix the regions C and D but we let the regions A and B change. Likewise,

when we change the isolation ratio cut we fix the regions A and D but we let the

regions B and C vary. Figures 6.3 and 6.4 shows the dependence of the calculated

backgrounds on /ET and isolation ratio values respectively.

As listed in Tables 6.2 and 6.3 the variation of cuts only affects the calculation

of QCD background. The uncertainty on calculation of Z → µµ background shown
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/ET cut QCD W → τν Z → µµ
background

sum

5 GeV 261 1,769 3,347 5,378
8 GeV 270 1,769 3,346 5,385

11 GeV 268 1,769 3,347 5,384
14 GeV 267 1,769 3,347 5,383
17 GeV 263 1,769 3,347 5,379
20 GeV 264 1,769 3,347 5,380
23 GeV 262 1,769 3,347 5,378
26 GeV 260 1,769 3,347 5,376
29 GeV 258 1,769 3,347 5,375
32 GeV 258 1,769 3,347 5,375

n̄ =
∑

ni/10 263 1,769 3,347 5,379

∆n =
√∑

(ni − n̄)2/9 4 0 0 4

Table 6.2. The calculated number of the background events in the signal region D for varying /ET

cut.
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isolation
ratio cut

QCD W → τν Z → µµ
background

sum

0.02 649 1,757 3,324 5,731
0.06 293 1,768 3,345 5,406
0.10 264 1,769 3,348 5,380
0.14 277 1,769 3,346 5,391
0.18 292 1,768 3,345 5,406
0.22 313 1,768 3,344 5,425
0.26 342 1,767 3,342 5,452
0.30 364 1,766 3,341 5,471
0.34 382 1,766 3,340 5,487
0.38 399 1,765 3,339 5,503

n̄ =
∑

ni/10 358 1,766 3,341 5,465

∆n =
√∑

(ni − n̄)2/9 112 3 7 102

Table 6.3. The calculated number of the background events in the signal region D for varying
isolation ratio cut.

in 6.12 comes from the 1.9 % uncertainty of the recent R measurement [33]. The

uncertainty associated with W → τν background quoted in 6.12 comes from the

2.9 % uncertainty on the lepton universality measurements [14]. The relative fraction

of electroweak background events is given in Equation 6.2. The fraction of QCD

background events is

bW
QCD = 0.46± 0.15 %. (6.13)

Figure 6.5 plots the distributions of the /ET variable and shows the calculated

relative contributions of signal and background events. The shapes of the W → µν

signal, W → τν background, and Z → µ+µ− background contributions are taken

directly from simulation. The shape of the QCD background is obtained from the

data using events that have an isolation ratio greater than 0.1 but pass all other

analysis cuts. We note that our method relies on the assumption that /ET shape

for the QCD background from high isolation region models that from low isolation

region. The good fit in this plot verifies that this assumption is robust.
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Figure 6.5. /ET in data and Monte Carlo for W → µν candidate events.
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6.3 Cosmic Background

As it was specified in Section 4.2 the signature of W event can be imitated by a cosmic

ray when only one leg of the cosmic is reconstructed. Such an event may pass both

Z veto and /ET cut due to the transverse momentum imbalance. In this section we

attempt to determine the fraction of events due to cosmic rays that slipped through

the cosmic tagger. To study such events, we prepare a “cosmic-rich” data sample:

muons must pass the requirements of Table 4.1, except for the impact parameter cut,

and in addition only events with the small number of tracks ntrk < 5 are selected.

Our “cosmic-rich” sample contains 178 events out of which 119 events have both

CMP and CMU hits on the opposite side of the detector from the trigger muon. We

conclude that about 119/178 = 67 ± 4 % of cosmic events have opposite side muon

hits.

For cosmic ray event the muon chamber hits are positioned near the straight line of

a cosmic ray trajectory. We search for both CMP and CMU hits which are positioned

on the opposite side of the detector from the trigger muon according to the following

rules:

• Look for a CMP hit, which is the closest to the extrapolated cosmic ray track

and calculate the azimuthal location in the CDF coordinate system. If the

distance between found hit and expected cosmic ray is small: |φCMP −φcosm| ≥

0.5 rad, consider the event.

• Look for CMU hits matching the found CMP hit and calculate the azimuthal

location. If the distance between found CMU and CMP hits is small: |φCMP −

φCMU | ≥ 0.05 rad, consider the event.

Using this algorithm we found 398 events out of the W candidate sample. Some of

these are cosmic ray events that passed the cosmic tagger as discussed above. However

there are additional Z events that escaped Z -veto perhaps because of hard photon

radiation along the muon, and W events with jets and noise.
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To understand the true cosmic fraction, we can examine the CMU hit position

distribution relative to the projected cosmic ray hit both in transverse plane and along

ẑ direction. In transverse plane collision events from W with jet or Z decay may have

CMU hits on the opposite side of the detector from the trigger muon. However,

we do not expect “back-to-back” signature for the collision events in ẑ direction.

Figures 6.6 and 6.7 show zCMU − zcosm variable distribution both for “cosmic-rich”

and W candidate samples.
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Figure 6.6. The difference between ẑ compo-
nents of CMU hits and projected cosmic ray hit
for cosmics data.

Figure 6.7. The difference between ẑ compo-
nents of CMU hits and projected cosmic ray hit
for W data.

The distribution for the cosmic sample peaks near 0 with the Gaussian width

around 40 cm, whereas the distribution for the W sample looks rather flat. To

determine the number of possible cosmic events in W data we fit the Figure 6.7

distribution with sum of Gaussian and constant. The mean and the width of the

Gaussian are fixed at 0 and 40 respectively. The return value of the fit for Gaussian

maximum suggests that the possible number of cosmic events with the found both

CMU and CMP hits is 30.9±10.7. To obtain the total number of cosmic events in W

sample we have to divide the number obtained from the fit by the fraction of cosmics

60



events for which both CMU and CMP hits are found opposite to the muon:

BW
cosm =

30.9± 10.7

0.67± 0.04
= 46.1± 16.1 or bW

cosm = 0.08± 0.03 %. (6.14)

The remaining events in the flat background on figure 6.7 are accounted for the

Z → µµ background, which is considered in more details in the previous subsection.
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CHAPTER 7

Z Selection Criteria

The Z → µ+µ− cross section measurement utilizes the same high-PT muon dataset

and the same good run list that are used for the W measurement, which is described

in detail in Chapters 3 and 4.

Every Z candidate event represents a muon-track pair, in which both legs must

pass a loose set of cuts and at least one leg must pass a tight selection. This way we

can greatly improve our acceptance and simplify our efficiency calculation without

taking on additional background.

Figure 7.1 shows the invariant mass distribution for the selected Z → µ+µ−

candidate events. The measured muon PT in simulation events has been tuned to

give the best agreement with the data [20].

The tight muon is required to pass all of the kinematic and identification criteria

used to select muon candidates in the W analysis. The full set of selection criteria

for the tight muon was shown in Table 4.1. Note that the tight muon is also required

to be the trigger muon in the event. This trigger requirement means that we reject

events that make it into our sample exclusively via the CMX high-PT trigger path

even if the events contain a second CMUP muon candidate that satisfies all of the

other selection criteria for loose muons.

Loose muons are isolated COT tracks pointing at minimum ionizing energy de-

posits in the calorimeter. We also make sure that the loose muon leg traverse all

eight COT super-layers before exiting the tracker. This requirement guarantees high

62



Nent = 3568   

2Invariant Mass, GeV/c

70 80 90 100 110

2
E

nt
rie

s 
pe

r 
1 

G
eV

/c

0

100

200

300

400

500

600
 

CMUP Muon + Track Invariant Mass

DATA

 MC 
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candidate events.
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uniform efficiency for COT track reconstruction.

The full set of kinematic and identification cuts applied to the loose muon are

listed in upper part of Table 7.1.

Requirement Purpose
Number of

Passed Events

Inclusive Muon Quality Muon 77,140
Second High-PT Track Second Leg of Z 9,565
PT > 20 GeV/c Low-PT Noise Reduction 6,202
|zT

0 − zL
0 | < 4 cm Same Vertex Tracks 6,084

COT Radius ρ ≥ 140 cm Fiducial Tracks 4,408
EEM < 2 GeV Minimum Ionizing Deposition 4,223
EHAD < 6 GeV Minimum Ionizing Deposition 4,186
3 ≤ NAx

Seg, 3 ≤ NSt
Seg Good Track Quality 4,047

|dcor
0 | < 0.2 cm Good Track Quality 4,018

χ2
COT /ndf < 2 Good Track Quality 4,018

Iso < 0.1 Background Reduction 3,905
66 < M < 166 GeV/c 2 Mass Range of Measurement 3,568
QT = −QL Opposite Charge Tracks 3,568

Table 7.1. Loose muon cuts for Z → µ+µ− selection.

In order to ensure that both muons come from the same event vertex, we require

that the distance between z0 of the two tracks is less than 4.0 cm. We also require

that the two muon candidates have opposite charges. For the current data set, neither

of these requirements removes any events from our candidate sample. As in other

CDF electroweak analyses [34] we require that the invariant mass of the muon pair

lies between 66 GeV/c 2and 116 GeV/c 2.

In some fraction of candidate events, we find two reconstructed muons that satisfy

the tight muon selection criteria. Since the loose muon criteria are a subset of the tight

muon criteria, all events of this type make it into our final candidate sample. However,

in calculating the overall efficiency for selecting Z → µ+µ− events, we must consider

events with two muons pointing at both the CMU and CMP chambers as a special

case since both will have the opportunity to satisfy the tight muon requirements and

the trigger. This calculation will be discussed in much greater detail in a Section 10.2
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of this thesis.

The yield of Z candidate events per data-taking runs for the whole period is shown

on Figure 7.2. The run interval is sampled in the ranges, with the corresponding

integrated luminosity of at least 8 pb−1. Figure 7.3 shows Z event count per inverse

picobarn of delivered luminosity for various run ranges, which is a relatively flat

distribution.
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CHAPTER 8

Z Backgrounds

Because of the requirement for a second muon we expect the fraction of back-

ground events for Z → µ+µ− process to be much smaller than in case of W → µν anal-

ysis. The leading backgrounds described in this section are cosmic rays, Z → τ+τ−

and QCD processes. The sum of all these contributing background processes, de-

scribed in detail in the subsections below, yields a total fraction of background events

in the Z sample of

bZ = 0.36± 0.19 %. (8.1)

8.1 Cosmic Background

The cosmic ray background is estimated by looking at the 3-D opening angle between

muon legs in Z decay. We expect muon legs from cosmic rays to be “back-to-back”

with the opening angle distribution peaking at π as shown on Figure 8.1. This dis-

tribution falls sharply and ends at the angle value of about 2.8 radians. We compare

opening angle distributions in Z data versus Z → µµ simulation as shown in Fig-

ure 8.2. We find 2207 data and 19572 simulation events in the angle interval from

0 to 2.8 radians. The total number of events is 3568 for data Z candidates and

31556 for simulation. We normalize the distributions such that the areas for both Z

data and simulation histograms are equal in the interval from 0 to 2.8 radians. The

normalization scale factor is:

19572/(31556− 19572) = 0.612± 0.003 . (8.2)
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Figure 8.1. The distribution of 3-D opening
angle between muon legs in cosmic ray events.

Figure 8.2. The distribution of 3-D opening
angle between muon legs in collision data, com-
pared to Z → µµ Monte Carlo.

We then look at the excess of the entries in the data over the simulation in the region

from 2.8 to π radians. The estimated fraction of cosmic is

BZ
cosm = (3568− 2207)− 2207 · 0.612 = 10± 7 or bZ

cosm = 0.27± 0.19 %. (8.3)

8.2 Electroweak Processes

The background from Z → ττ process is significantly suppressed both by kinematics

and by the square of branching ratio B(τ → µνν̄). Kinematic suppression is due

to the partial smearing of dimuon invariant mass distribution toward lower values

outside the 66 − 116 GeV/c2 mass window. Using the 490,000 simulated Z → ττ

events we counted 27 events. On the other hand, out of 472,500 simulated Z → µµ

events, we select 31,556 events. The estimated fraction of background event due to

Z → ττ process is, therefore

bZ
ττ =

27/490, 000

31, 556/472, 500
= 0.089± 0.017 %, (8.4)

where the uncertainty is due to the limited statistics.
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8.3 QCD Backgrounds

We attribute the remainder of the contributing background to the QCD processes.

Contrary to cosmic rays and electroweak processes, the dimuon fakes from these

background events may have the same sign charges. In order to estimate the number

of the QCD background events we assume that the number of fake events where both

tracks have the same charges should be close to the number of fake events where both

tracks have the opposite charges. For the current data set, we observe no same charge

events and our estimate of of the number of QCD events is

BZ
QCD = 0+1.1

−0 or bZ = 0.00+0.03
−0.00 %, (8.5)

where the error intervals come from one standard deviation confidence level for Pois-

son statistics with 0 counted events.
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CHAPTER 9

Acceptances

The geometrical and kinematic requirements of W and Z selections result in lim-

ited acceptance for detecting these processes. To calculate the acceptance for W and

Z cases we use the Monte Carlo simulation samples wewk0m and zewk0m. Tables 9.1–

9.2 summarize the number of events that pass various geometrical and kinematic cuts.

Selection Stage
Number
of Events

All Simulated Events 2,026,500
Luminous Beam
Region |z0| < 60 cm

1,960,283

CMUP Fiducial Track 365,891
COT Radius ρ ≥ 140 cm 365,891
Track PT ≥ 20 GeV/c 304,999
/ET ≥ 20 GeV 285,151
Z -veto 284,428

Table 9.1. W acceptance calculation.

Selection Stage
Number
of Events

All Simulated Events 472,500
Beam Region |z0| < 60 cm 456,912
66 < Mgen < 116 GeV/c 2 341,119

First Leg CMUP Fiducial 113,582
First Leg PT ≥ 20 GeV/c 103,212
Second Leg ρ ≥ 140 cm 39,541
Second Leg PT ≥ 20 GeV/c 39,455
66 < Mrec < 116 GeV/c 2 39,341

Table 9.2. Z acceptance calculation.

The values above the double line in these tables are the number of events that

represent the denominator in the ratio for the acceptance calculation. The number

of events in the numerator are taken from the last entry of the Tables 9.1–9.2. Thus:

AW = 284, 428/1, 960, 283 = 0.1451+0.0020
−0.0024 (9.1)

AZ = 39, 341/341, 119 = 0.1153+0.0021
−0.0026 (9.2)

where AW —the acceptance for selecting W → µν process, and AZ—the acceptance

for selecting Z → µµ process. The expected ratio of acceptances is

AZ/AW = 0.1153/0.1451 = 0.7949+0.0068
−0.0076 (9.3)
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The errors quoted in Equations 9.1, 9.2 and 9.3 are the combined systematic uncer-

tainties that have been studied previously in greater detail in [20]. The results of

these studies are summarized in the Table 9.3.

Uncertainty Source δAW , % δAZ , % δ(AZ/AW ), %

Simulation Statistics 0.18 0.46 0.49
Momentum Scale 0.21 0.05 0.16
Recoil Model 0.36 — 0.36
W Z Transverse Motion 0.04 0.08 0.12
Parton Distributions +1.30 -1.61 +1.74 -2.23 +0.56 -0.71

All Combined +1.38 -1.67 +1.80 -2.28 +0.85 -0.96

Table 9.3. Summary of uncertainties for calculating the acceptance ratio

The most relevant quantity for both W and Z acceptance calculations is the boson

rapidity y defined by Equation 1.18. For vector boson production at Tevatron the

range of rapidity values is |y| < 3. However the limited rapidity coverage of muon and

tracking chambers makes our acceptance calculations sensitive to the boson rapidity.

The boson rapidity distribution depends on the parton distribution functions accord-

ing to Equation 1.22. We use CTEQ5L [30] parton distribution function similar to

those shown in Figure 1.5 to evaluate the central value of acceptance, and we compute

the uncertainties from 20 pairs of eigenvectors basis sets available from CTEQ6M.

Using this method we obtain the asymmetric values quoted in Table 9.3. It turns out

that systematic errors due to the parton distribution functions is the largest source

of uncertainties in this analysis. The relative error value for this uncertainty is about

2 % for W and Z acceptances. However, for the ratio of acceptances this uncertainty

is signigicantly reduced to the relative error value of about 0.7 %.

The vector boson transverse motion is not not accounted by the leading order

calculations used for our simulation. Therefore in order to include the transverse

motion of W and Z bosons in our Monte Carlo samples we have to include the vector

boson transverse momentum spectrum as an input to our generator. We assume that

W and Z transverse momentum distributions represent the same spectrum, therefore
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we use the experimental measurement of PZ
T spectrum based on our Z → µµ candi-

dates. Several PYTHIA parameters are used to tune vector boson P V
T spectrum in our

generator to match the measured PZ
T distribution [20].

In order to account for potential differences in COT momentum measurements

between the data and simulation samples we introduce a “momentum scale” uncer-

tainty. The origin of this uncertainty is the potential difference between the magnetic

field description in the detector simulation software and the actual value of magnetic

field inside the COT. In order to study this difference we multiply the reconstructed

value of muon PT by a correction factor for every entry in our Monte Carlo simulation.

Then we compare a benchmark distribution such as dimuon invariant mass Z spec-

trum shown on Figure 7.1 both for the data and simulation samples. We adjust the

correction factor to get the best fit between the data and Monte Carlo distributions.

The recoil energy is related to the leftover calorimeter energy measurement when

muon deposition is excluded. This parameter is essential only to the W acceptance

measurement, since it smears the overall missing transverse energy. In order to study

how significant is the uncertainty due to the recoil energy modeling, we compared the

calorimeter energy distributions between our W → µν data and Monte Carlo samples

using the same method as described in the previous paragraph. The obtained values

for acceptance uncertainties due to recoil energy modeling are quoted in Table 9.3.

Finally a parameter which we will need for evaluating the efficiency of Z selection

cuts in Chapter 10 is the fraction of events where both muon legs from Z decay fall

into the fiducial region of both CMU and CMP chambers. Out of 39,341 selected

events passing basic kinematic and geometrical requirements from Table 9.2 we find

10,307 events with both legs of Z pointing to CMU and CMP fiducial regions:

f = 10, 307/39, 341 = 0.262± 0.002 (9.4)

where the error is based on statistical uncertainty only.
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CHAPTER 10

Efficiencies

Three major types of the muon efficiencies correspond to muon reconstruction,

triggering, and identification. In order to account for potential variation of these

efficiencies during the data-taking period we determine them directly from our Z

candidate event sample. The muons from Z decay will have a similar kinematics to

those from W decay and will be embedded in a similar event environment.

The method for measuring the efficiencies of various requirements that we apply

for the muon is based on utilizing the unbiased leg of Z boson. The event sample

in this case is merely two high-PT tracks that have opposite sign charges and form

an invariant mass within the window 80 < M < 100 GeV/c 2. Regardless of what

efficiency we measure, the biased leg must always be a reconstructed muon that

triggered the event and passes all muon identification cuts. The unbiased or probe

leg must at least point to fiducial regions of both CMU and CMP muon chambers.

To measure the reconstruction efficiency we apply muon identification cuts to the

probe leg except for the stub matching requirements. We then divide the number of

probe legs that have both CMU and CMP stubs reconstructed by the number of all

found probe legs:

εrec = 2, 499/2, 735 = 0.9137± 0.0054 (10.1)

To measure the trigger efficiency we require the probe leg to have both CMU and

CMP stubs reconstructed. We also apply all muon identification cuts to the unbiased

leg including the stub matching requirements. We then take a ratio of the number of
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probe legs that have associated local trigger to the number of all found probe legs:

εtrg = 2, 116/2, 355 = 0.8985± 0.0062 . (10.2)

In addition to the local trigger, there are inefficiencies associated to the global trigger

path. We found that out of 722 Z events for which at least one leg has associated

local trigger, 720 events have passed the global trigger requirement:

εL3 = 720/722 = 0.9972± 0.0020 . (10.3)

To measure the efficiency of muon identification cuts we require the probe leg

to have both CMU and CMP stubs reconstructed. We also apply remaining muon

identification cuts that we are not measuring to the unbiased leg. The efficiencies for

muon identification when various cuts are applied simultaneously are:

ε′id—the efficiency to identify the loose leg,

εdx—the efficiency of matching a muon track to its CMU and CMP stubs,

εid—the efficiency to identify the tight leg.

The measured values for these parameters are listed as the last three entries in the

Table 10.1 along with the other efficiencies.

Applied Cut Label Ratio Efficiency

EEM < 2 GeV εem 2,355 / 2,428 0.9699±0.0035
EHAD < 6 GeV εhad 2,355 / 2,394 0.9837±0.0026
NAx

Seg ≥ 3, NSt
Seg ≥ 3 εseg 2,355 / 2,419 0.9735±0.0033

|dcor
0 | < 0.2 cm εd0 2,355 / 2,361 0.9975±0.0010

χ2
COT /ndf < 2 εχ 2,355 / 2,355 1.000

Iso < 0.1 εiso 2,355 / 2,395 0.9833±0.0026
All Combined Without
Muon Stub Matching

ε′id 2,355 / 2,595 0.9075±0.0057

|∆X|CMU < 3 cm
|∆X|CMP < 5 cm

εdx 2,355 / 2,499 0.9424±0.0047

All Combined εid 2,355 / 2,748 0.8570±0.0067

Table 10.1. Muon identification efficiencies
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10.1 Efficiency for Selecting W

We define the efficiency of detecting the muon from W decay according to the ex-

pression

εW = εz0 εcr
W εtrk εL3 εtrg εrec εid. (10.4)

The last four variables were described in the previous subsection. The additional

efficiencies related to the W selection are:

εz0—the efficiency of z0 track cut,

εcr
W —the overefficiency of cosmic ray tagger,

εtrk—COT track reconstruction efficiency.

The efficiency of the z0 track cut is measured independently by using minimum

bias events. The method is based on the measurement of longitudinal profile of the

pp̄ luminous region and calculating the fraction of events that falls inside the region

|z0| < 60 cm. A separate note [20] describes the measurement in more detail and

quotes the efficiency value:

εz0 = 0.948± 0.003 , (10.5)

where statistical and systematic uncertainties have been included in the error.

A small fraction of muon tracks originating from W decay can be misidentified

as a cosmic ray by the cosmic tagger. The overefficiency of cosmic ray tagger εcr is

measured using the electron W and Z samples [26].Since the electron samples are free

of cosmic ray background, the fake number of tags observed in these samples is a

reliable measure of the overefficiency of our algorithm for tagging real W → µν and

Z → µµ processes. The method is outlined in more detail in a separate note [20].

The measured values are:

εcr
W = 0.9999± 0.0001 and εcr

Z = 0.9994± 0.0006 , (10.6)

where the quoted error includes both statistical and systematic uncertainties.

74



The COT tracking efficiency is estimated using a sample of W → eν candidates

collected by W_NOTRACK trigger path. To reconstruct an electron object in this sample

one requires an energetic electromagnetic cluster in the calorimeter, which is matched

with the track from silicon detector. The presence of a COT link between the silicon

track and the calorimeter cluster is a good measure of COT track reconstruction

efficiency. To account for inefficiency due to Bremsstrahlung radiation in electrons a

comparison to W → eν Monte Carlo sample is made. A separate note [36] describes

the measurement in more detail and quotes the efficiency value:

εtrk = 0.996± 0.003 . (10.7)

We use the efficiency numbers from Table 10.1 and Equations 10.1–10.7 to calcu-

late the efficiency for W → µν process:

εW = 0.661± 0.009 . (10.8)

10.2 Efficiency for Selecting Z

The efficiency expression for selecting Z → µ+µ− candidates differs significantly

from efficiency of W → µν, since our selection requires both tight and loose muons

are present in our final sample.

We define the efficiency of detecting the loose muon according to the expression

εL = εtrkε
′
id , (10.9)

where εtrk—track reconstruction efficiency; ε′id—the combined efficiency of muon iden-

tification cuts without applying stub matching requirements.

Detecting a tight muon requires CMU and CMP stub reconstruction and matching,

and the efficiency can be expressed as

εT = εLεrecεdx , (10.10)
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where εrec—efficiency for a track to be linked to both CMU and CMP reconstructed

stubs; and εdx—efficiency for a track to match both CMU and CMP stubs within

∆X cuts.

To combine εL and εT into εZ , we must consider several distinct categories of muon

pairs:

• Both muons are in CMUP fiducial region with CMU and CMP stubs.

When both CMU and CMP stubs are present for loose muon the efficiency εL

is multiplied by the factor εrec. Also, depending on track-stub matching, the

loose muon efficiency becomes

εLεrec(1− εdx) (10.11)

when muon fails ∆X cuts, and

εLεrecεdx = εT (10.12)

when muon passes ∆X cuts. The efficiency combinations for various cases are:

ε2
T — both muons pass tight selection

εT εLεrec(1− εdx) — only first muon passes tight selection

εLεrec(1− εdx)εT — only second muon passes tight selection

(εLεrec(1− εdx))
2 — no tight muon—event is rejected

We also have to take care of trigger efficiencies for each case considered above:

εtrg(2− εtrg) —
both muons pass tight selection

and at least one muon triggers the event

εtrg — first muon is tight and triggers the event

εtrg — second muon is tight and triggers the event

By combining the efficiencies for each cases we obtain the following result for

this category of Z → µ+µ− events:

εtrg(2− εtrg)ε
2
T + 2εtrgεT εLεrec(1− εdx) = εtrgεT εLεrec(2− εtrgεdx). (10.13)
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• Both legs in CMUP region but only the tight leg has both CMU and CMP stubs.

In this case, for some reason the muon reconstruction fails to provide both CMU

and CMP stubs for loose leg of Z. Under this condition the efficiency for the

loose leg becomes

εL(1− εrec). (10.14)

The only observed outcomes in this case is when first leg is tight and second is

loose or first leg is loose and second is tight, the sum over which is

2εT εL(1− εrec). (10.15)

The trigger efficiency enters the εZ expression for this case simply as a factor

εtrg, since only the tight muon can trigger the event.

The combined εZ result for this category of Z → µ+µ− events is

2εtrgεT εL(1− εrec). (10.16)

• Only tight muon is CMUP-fiducial, but loose leg is outside of CMUP region.

For this case, the loose leg of Z is directed in such a way that it does not hit

both CMU and CMP chambers at the same time. Under this condition, the

efficiency to detect the loose leg is simply εL. The only one observed outcome in

this case is when CMUP leg is tight and the other leg is loose, which corresponds

to the selection efficiency

εT εL. (10.17)

The trigger efficiency enters the εZ expression for this case simply as a factor

εtrg, since only the tight muon can trigger the event.

The combined εZ result for this category of Z → µ+µ− events becomes

εtrgεT εL. (10.18)
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Now that we have considered all the cases, we can combine them together weighing

by the fractions1 f and (1− f) for Equations 10.13–10.16 and 10.18 respectively:

fεtrgεT εLεrec(2− εtrgεdx) + 2fεtrgεT εL(1− εrec) + (1− f)εtrgεT εL =

= εtrgεT εL[1 + f(1− εtrgεrecεdx)] (10.19)

To finalize our result we multiply the combined result 10.19 by the efficiencies of

track z0, cosmic tagging and global trigger:

εZ = εz0ε
cr
Z εL3εtrgεT εL[1 + f(1− εtrgεrecεdx)]. (10.20)

While expression for εZ looks a bit complicated we note that when εtrg ≈ 1,

εrec ≈ 1, and εdx ≈ 1 the expression [1 + f(1 − εtrgεrecεdx)] in brackets reduces to

≈ 1 for arbitrary values of f . Thus, Equation 10.20 turns into more simplified form

εz0ε
cr
Z εL3εtrgεT εL, which is a good estimate for εZ .

We use the efficiency numbers from Equations 10.1, 10.2, 10.3 and Table 10.1 to

calculate the efficiency for Z → µ+µ− process:

εZ = 0.633± 0.011 (10.21)

10.3 Ratio of Efficiencies

To calculate the ratio of efficiencies εZ/εW we use the Equations 10.4 and 10.20.

When we evaluate this ratio we notice that the product of efficiencies εz0εcrεL3εtrgεT in

expression for εZ is equivalent to the definition of εW according to the Equations 10.4

and 10.10. Canceling these parameters in the ratio we obtain

εZ/εW = εcr
Z εL[1 + f(1− εtrgεrecεdx)]/ε

cr
W . (10.22)

We use the efficiency numbers from Table 10.1 and Equations 10.1–10.7 to calculate

the numeric value for the efficiency ratio

εZ/εW = 0.957± 0.007 . (10.23)

1refer to Chapter 9 for definition of f
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CHAPTER 11

Result

We wish to measure the product of the production cross section and the branching

ratio for a vector boson decay

σ(pp̄ → V ) ·BR(V → µX) =
N(1− b)

Aε
∫

L dt
, (11.1)

where: N is the number of candidate events passing the selection, b is the estimated

fraction of background events, A is the detector acceptance, ε is the efficiency of the

selection cuts,
∫

Ldt is the luminosity integral.

Alternatively, we can combine our sensitivity to both W and Z decays to measure

a luminosity independent cross section ratio

R =
σ(pp̄ → W ) ·BR(W → µν)

σ(pp̄ → Z) ·BR(Z → µµ)
=

NW (1− bW )

NZ(1− bZ)

AZ

AW

εZ

εW

. (11.2)

The measured input parameters for these calculations 11.1–11.2 summarizing all the

Parameter W Z Ratio R

Integrated
Luminosity

∫
L dt 193.5±11.6 pb−1

∫
L dt 193.5±11.6 pb−1

Number Of
Candidates

NW 57,109 NZ 3,568
NW

NZ
16.006

Background
Fraction

bW 0.0949±0.0045 bZ 0.0036±0.0019
1− bW

1− bZ
0.908±0.005

Acceptance AW 0.1451+0.0020
−0.0024 AZ 0.1153+0.0021

−0.0026

AZ

AW
0.7949+0.0068

−0.0076

Efficiency εW 0.661±0.009 εZ 0.633±0.011
εZ

εW
0.957±0.007

Table 11.1. Measured input parameters for the cross section and ratio calculations.
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analysis presented here are shown in table 11.1. For many parameters systematic

uncertainties are quoted next to the central values.

11.1 W Cross Section

Using the values from Table 11.1 for pp̄ → W → µν process in Equation 11.1 we

obtain the following result:

σ(pp̄ → W )BR(W → µν) = 2.786+0.060
−0.054(syst)± 0.012(stat)± 0.166(lum) nb , (11.3)

which agrees well with the previous result based on 72 pb−1 of CDF Run II data [20]

σ(pp̄ → W )BR(W → µν) = 2.791+0.077
−0.072(syst)± 0.019(stat)± 0.167(lum) nb . (11.4)

To make a comparison with the theoretical prediction we use the calculated W

production cross section for pp̄ collisions at
√

s =1.96 TeV [37]. The theoretical

prediction of the cross section and the branching ratio product is:

σ(pp̄ → W ) ·BR(W → µν) = 2.687± 0.054 nb, (11.5)

where the uncertainties come from the next-to-next-to leading order splitting func-

tions, parton distribution functions and from the electroweak parameters [38].

Figure 11.1 shows the results of W production cross section measurement in the

leptonic channel from various experiments in comparison with the theoretical predic-

tion.

11.2 Z Cross Section

In case of pp̄ → Z → µ+µ− process we account for γ∗ → µ+µ− admixture to the

Z → µ+µ− decay by multiplying the number of Z signal events by a correction factor:

FZγ∗ =

∞∫
0

σZ dMµµ

/ 116∫
66

(σZ + σZγ∗ + σγ∗) dMµµ = 1.004± 0.001 . (11.6)

80



, TeVs

0.6 0.8 1 1.2 1.4 1.6 1.8 2

),
 n

b
νl

→
W

→p
(pσ

1

µCDF II 

CDF II e

  I  eO D

CDF I  e

 UA  II e

µ UA   I 

µCDF II 

CDF II e

  I  eO D

CDF I  e

 UA  II e

µ UA   I 

1.7 1.8 1.9 2 2.1
2

2.2

2.4

2.6

2.8

3

Figure 11.1. The measurements of W production cross section in leptonic channel.
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By using this factor we convert the measured Z/γ∗ → µ+µ− cross section over the

66–116 GeV/c 2 dimuon invariant mass range to an exclusive Z → µ+µ− cross section

over the entire dimuon invariant mass range as discussed in Appendix A.

Using the values from table for pp̄ → Z → µ+µ− process in Equation 11.1 we

obtain the following result

σ(pp̄ → Z)BR(Z → µ+µ−) = 253.1+7.1
−6.2(syst)± 4.2(stat)± 15.2(lum) pb , (11.7)

which agrees well with the previous result based on 72 pb−1 of CDF Run II data [20]

σ(pp̄ → Z)BR(Z → µ+µ−) = 253.1+8.9
−8.1(syst)± 6.8(stat)± 15.1(lum) pb . (11.8)

To make a comparison with the theoretical prediction we use the calculated Z

production cross section for pp̄ collisions at
√

s =1.96 TeV [37]. The theoretical

prediction of the cross section and the branching ratio product is:

σ(pp̄ → Z) ·BR(Z → µ+µ−) = 251.3± 5.0 pb, (11.9)

where the uncertainties come from the next-to-next-to leading order splitting func-

tions, parton distribution functions and from the electroweak parameters [38].

Figure 11.2 shows the results of Z production cross section measurement in lep-

tonic channel from various experiments in comparison with the theoretical predic-

tion 11.2.

11.3 W /Z Cross Section Ratio

To calculate the cross section ratio we use the Equation 11.2 with the parameter

values from Table 11.1. We multiply the number of Z candidates by the correction

factor FZγ∗ as described in the previous subsection and obtain the following result:

R = 11.02± 0.14(syst)± 0.18(stat) , (11.10)

82



, TeVs

0.6 0.8 1 1.2 1.4 1.6 1.8 2

 ll
),

 n
b

→
 Z

→p
(pσ

10
-1

µCDF II 

CDF II e

  I  eO D
CDF I  e

 UA  II e

µ UA   I 

µCDF II 

CDF II e

  I  eO D
CDF I  e

 UA  II e

µ UA   I 

µCDF II 

CDF II e

  I  eO D
CDF I  e

 UA  II e

µ UA   I 

µCDF II 

CDF II e

  I  eO D
CDF I  e

 UA  II e

µ UA   I 

µCDF II 

CDF II e

  I  eO D
CDF I  e

 UA  II e

µ UA   I 

µCDF II 

CDF II e

  I  eO D
CDF I  e

 UA  II e

µ UA   I 

1.7 1.8 1.9 2 2.1

0.2

0.22

0.24

0.26

0.28

0.3

Figure 11.2. The measurements of Z production cross section in leptonic channel.
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which agrees well with the previous result based on 72 pb−1 of CDF Run II data [20]

R = 11.03± 0.18(syst)± 0.31(stat) . (11.11)

The cross section ratio result 11.10 has significant improvement in precision over the

cross section measurements of W 11.3 and Z 11.7 for which luminosity is a considerable

source of uncertainty. In addition, the acceptance and efficiency calculation errors

contribute less when used in the ratio due to the full or partial cancellations of

uncertainty sources as can be seen in Table 11.1.

To make a comparison with the Standard Model prediction we use the calculated

ratio of W and Z production cross section for pp̄ collisions at
√

s =1.96 TeV [37]. The

theoretical prediction of the ratio 11.2 is:

R = 10.69± 0.013 , (11.12)

where the uncertainties come from the next-to-next-to leading order splitting func-

tions, parton distribution functions and from the electroweak parameters [38].

11.4 Extracting Physics Quantities

Equation for the cross section ratio 1.40 can be rewritten to express the W leptonic

branching ratio:

BR(W → µν) =
σ(pp̄ → Z)

σ(pp̄ → W )
·BR(Z → µµ) ·R , (11.13)

where the measured value of R is our result 11.10.

The Standard Model prediction for the W and Z production cross section ratio is:

σ(pp̄ → W )

σ(pp̄ → Z)
= 3.3677± 0.0155 , (11.14)

according to the theoretical calculations [37] and [38].

For Z leptonic branching ratio we take the world average value [14]

BR(Z → `+`−) = 3.3658± 0.0023 %. (11.15)
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To obtain the value for our indirect measurement of W leptonic branching ratio

we put parameters 11.10, 11.14 and 11.15 in the Equation 11.13:

BR(W → µν) = 11.01± 0.14(syst)± 0.18(stat)± 0.05(ext) %, (11.16)

where the external error comes from the input uncertainties of Equations 11.14–

11.15. Figure 11.3 shows the comparison of our result for W leptonic branching ratio

with those from the other measurements and the Standard Model prediction. The

Standard Model value [33] is 10.82±0.02 %. The world average value is 10.68±0.12 %,

which is based on 2002 edition of the Review of Partivle Physics [14] and includes

Run I results.

We can extract the value for the full width of W if we take the Standard Model

value [14] for W lepton partial width

Γ(W → `ν) = 226.4± 0.3 MeV, (11.17)

and divide it by our value for W leptonic branching ratio 11.16. The extracted value

of W width is

Γ(W ) = 2056± 26(syst)± 34(stat)± 10(ext) MeV, (11.18)

where the external error comes from the input uncertainties of Equations 11.14–11.15

and 11.17. Figure 11.4 shows the comparison of our result for the full width of W

with those from the other measurements and the Standard Model prediction. The

Standard Model value [33] for W width can be evaluated using the Equation 1.27.

However the precise calculation in the next-to-next-to-leading order [33] yields:

ΓSM(W ) = 2092.1± 2.5 MeV. (11.19)

The world average value is 2118±42 MeV, which is based on 2002 edition of the

Review of Particle Physics [14] and includes Run I results.
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Figure 11.3. Comparison of our result for BR(W → `ν) with those from the other measurements
and the Standard Model expectation.
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11.5 Limit on Unknown Modes of W Decay

Using our new measurement of the W width we can establish an upper limit for

the width of the W decays into unknown final states. We assume the standard

distribution of our result with the measurement error corresponding to the Gaussian

standard deviation ∆ = 44 MeV. The asymmetric 95 % confidence level interval has

an upper boundary at 1.644∆ relative to the mean value. The maximum value of W

width for the upper limit of this interval is

Γmax(W ) = Γ(W ) + 1.644∆ = 2128 MeV. (11.20)

On the other hand, Γmax(W ) can be expressed as:

Γmax(W ) = ΓSM(W ) + Γ(W → unknown) , (11.21)

where ΓSM(W ) is the Standard Model expectation for W width given by Equa-

tion 11.19, and Γ(W → unknown) is the width of the W decay into unknown final

states. Therefore, our expectation for the maximum of Γ(W → unknown) at 95 %

confidence level corresponds to

Γ(W → unknown) < 36 MeV. (11.22)
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Figure 11.4. Comparison of our result for Γ(W ) with those from the other measurements and the
Standard Model prediction.
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APPENDIX A

Interference Correction in Z Cross Section

We wish to measure the Z production cross section as illustrated in Figure 1.2,

where the Z boson is the only mediator. However, the intermediate state can also be

a photon γ∗ produced by annihilating quark antiquark pair. The total cross section

for the observed dimuon final state is then given by by the combination of the Z and

γ∗ intermediate states, plus the interference term between the two:

σ(qq̄ → µ+µ−) = σZ + σZγ∗ + σγ∗ .

The individual cross sections are given by the following expressions:

σZ = 12π
ŝ

M2
Z

Γ(Z → q̄q)Γ(Z → µ+µ−)

(ŝ−M2
Z)2 + M2

ZΓ2(Z)

σZγ∗ ∼
α(ŝ)

MZ

(ŝ−M2
Z)

√
Γ(Z → q̄q)Γ(Z → µ+µ−)

(ŝ−M2
Z)2 + M2

ZΓ2(Z)

σγ∗ = {4, 1}4πα2(ŝ)

ŝ

where in the last expression factors 4 and 1 correspond to up- and down- flavored

quarks respectively.

To correct our measurement for intermediate photon presence in our signal region,

we define the correction factor as in Equation 11.6:

FZγ∗ =

∞∫
0

σZ d
√

ŝ

/ 116∫
66

(σZ + σZγ∗ + σγ∗) d
√

ŝ = 1.004± 0.001 .
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